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Abstract

With the huge advancement in Internet technology as well as the avail-

ability of low cost 3D display devices, 3D image, and video transmis-

sion becomes popular in recent times. Since watermarking has been

regarded as one of the potential digital right management (DRM)

tools in the last decade; 3D image and video watermarking becomes an

emerging research topic. In recent times, depth image based render-

ing (DIBR)-3D and depth based multi view 3D representation (MVD)

are two popular 3D representations. In this dissertation, the entire

thesis is primarily motivated to propose robust 3D image or video wa-

termarking schemes for DIBR-3D and MVD representations against

different hostile and non-hostile attacks.

In the first work, watermarking issues against 3D-HEVC compression

and the view synthesis attack have been considered. It is observed

from the literature that the most of the existing 3D video water-

marking schemes not suit well against 3D-HEVC compression which

is a state-of-art MVD based 3D video compression scheme. In the

first phase of our first contributory chapter, a 3D video watermarking

scheme has been proposed which can resist 3D-HEVC compression

by employing independent view regions (Z-axis) based embedding. In

the later part of this chapter, the proposed scheme has been extended

to resist view synthesis attacks by exploiting the shift invariance prop-

erty of the dual tree discrete wavelet transformation (DT-DWT) for

embedding.

In 3D representation, depth is a crucial information and thus securing

depth is an important requirement. In the first part of this chapter, a

watermarking scheme is proposed to secure depth information of the



DIBR-3D image representation by scale invariant feature transform

(SIFT) based embedding zone selection procedure. This work has

been extended for video in the next part of this chapter by employing

MCDCT-TF to reduce temporal noise in 3D-HEVC representation.

In recent literature, it is understood that view synthesis process in

multi-view 3D representation can destroy the embedded watermark

for most of the existing schemes. As a countermeasure, in the third

chapter of this thesis, a view invariant image watermarking scheme

has been proposed with efficient embedding zone selection by em-

ploying dependent view region identification and layer based depth

partitioning algorithms.

In the fourth chapter of this dissertation, different depth based at-

tacks such as depth modifications, depth blurring, changing base-

line distance etc. have been considered along with view synthesis

attack. In this chapter, a 3D image watermarking scheme has been

proposed to resist against these attacks by exploiting the shift in-

variance and directional property of the dual tree complex wavelet

transformation (DT-CWT) transformation.

Finally, the thesis is concluded by briefly summarizing the works pre-

sented in the dissertation and explaining the possible future research

directions.
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Chapter 1
Introduction

Recent improvements in media technology have led to growing interest in 3D

media for its immersive experiences for viewers. The increased number of cin-

ema screens capable of showing 3D movies, as well as the availability of low-cost

3D display devices, make 3D media transmission and distribution very popular.

As a consequence, efficient content authentication or ownership authentication

through watermarking for 3D images and video sequences is becoming an emerg-

ing research topic.

In scientific literature, depth image based rendering (DIBR)-3D image repre-

sentation [1,2] has been introduced and it becomes popular due to its compression

efficiency. In viewing 3D video, visual discomfort may occur [3] due to the un-

wanted horizontal and vertical parallax. Recently, another 3D representation,

named depth based multi-view 3D [4, 5] using the DIBR [6] technique, becomes

more popular due to its compression efficiency and better visual quality.

1.1 3D Image and Video Representation

3D is a combination of two views, one is the left eye view and other is the right

eye view. The common view regions between left and the right view is called

the dependent region of the 3D view or dependent view [7]. On the other hand,

the uncommon region is called the independent view region, and it is used for
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1. INTRODUCTION

generating the 3D viewing experience to the respective left or right views. In

literature, this independent view part is popularly known as the Z-axis. As shown

in Fig. 1.1(a), 1.1(b) shows the left and the right views of the Aloe image and

Fig. 1.1(c), 1.1(d) shows the dependent and the independent view of the left and

the right view.

(a) Left view image (b) Right view image

(c) Z-axis of left view image (d) Z-axis of view image

Figure 1.1: Left and right view images with hidden pixels (say independent regions).

1.1.1 Depth

In 3D image representation, depth is treated as an image containing the distance

of the object with respect to the viewpoint. The depth represents a gray-scale
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image, where the “0” represents the farthest point or the most distant point with

respect to the view point in the scene and “255” represents the nearest point in

the scene. The Fig. 1.2 shows the depth map of Fig. 1.1(a), 1.1(b) for Aloe image.

(a) Left video frame (b) Right video frame

Figure 1.2: Left and right video frames with hidden pixels.

1.1.2 DIBR-3D Representation

In this DIBR-3D [1,2,8] representation, only centre view and its depth map have

been transmitted to the receiver end where left and right views are rendered with

the help of centre view, its depth and corresponding disparity [1] according to

the Eq. 1.1

XL = XC + disp TL
DXC

255

XR = XC − disp TR
DXC

255

(1.1)

where disp is the disparity, DXC
is the depth value of the center view for the

location XC and XL & XR are the corresponding shifted locations for the left

and the right views respectively. T is the baseline distance between the reference

view to the synthesis view. For the center view to the left and the right view, the

baseline distance is taken as T = 1/2 for rendering from center view to left and

right view.

3
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The left and the right views are obtained by rendering the center view using

the DIBR technique [8]. In this rendering process, dependent parts are fully

obtained but the independent part is partially obtained from the center view

(since the center view is the intermediate view of the left and the right view and

independent region information is partially available). As a result, the unavailable

regions creates holes in left and right views. In DIBR-3D views, the holes of the

independent regions are filled up using the hole filling process [9], where the

average values of the boundary pixels are used to fill the regions [1] as shown

in Fig. 1.3. As the independent regions are less sensitive to human vision, the

(a) Center view image (b) Synthesized left view image

Figure 1.3: Dependent and independent regions of synthesized left view of Aloe image
from center view in DIBR-3D representation

artefacts created using the hole filling technique may not degrade the quality with

respect to the human visual perception. It is observed that, due to the hole filling

technique, the independent regions gives a horizontal line pattern for the left and

the right views of the DIBR-3D-image (refer to Fig. 1.3).

1.1.3 Multi-view Representation

Recently, the advance auto-stereoscopic display device has been introduce to

produce immersion viewing experience without glass [10, 11]. The content im-

4
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provement in the display device not only include the stereo view, it required

a multiple number of views to make required display [12]. To make the sur-

round position-invariant viewing experience, multi-view comes in the picture.

The recent auto-stereoscopic display devices take more than 46 different views

to provide 3D viewing experience. In case of video, these huge number of views

which compressed using the Multi-view video codec (MVC), takes large storage

space and huge bandwidth. The advance coding policy as Multi-view video plus

depth (MVD) solves this problem [4,5,13] where few number of views (or bound-

ary views) are transmitted with the depth. As the dependent view is common,

the main view and the independent views of other views are used to represent

the video stream to reduce the redundancy.

1.1.4 3D Video Encoder for MVD

Since for the 3D video encoding purpose, MVC extension of H.264/AVC is used

to code a multiple number of views. But MVC is not appropriate for delivering

3D content for auto-stereoscopic displays.

A promising alternative is the transmission of 3D video in the MVD for-

mat [14]. In the MVD format, typically only a few views are actually coded,

but each of them is associated with coded depth data, which represent the basic

geometry of the captured video scene. Based on the transmitted video pictures

and depth maps, additional views suitable for displaying 3D video content on

auto-stereoscopic displays can be generated using DIBR techniques at the re-

ceiver side. 3D-High efficient video compression (3D-HEVC) encoder comes to

the picture to give support the MVD based encoder. Similar as for MVC, as

shown Fig.1.4 all video pictures and depth maps that represent the video scene

at the same time instant build an access unit and the access units of the input

MVD signal are coded consecutively. Inside an access unit, the video picture

of the so-called independent view is transmitted first directly followed by the

associated depth map. Thereafter, the video pictures and depth maps of other

5
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Figure 1.4: Basic encoding structure of 3D-HEVC encoder with inter component
prediction

views are transmitted. A video picture is always directly followed by the asso-

ciated depth map. In principle, each component signal is coded using an High

efficient video compression (HEVC)-based coder. The corresponding bit-stream

packets are multiplexed to form the 3D video bit-stream. The independent view

is coded using a non-modified HEVC coder. The corresponding sub-bit-stream

can be extracted from the 3D bit-stream, decoded with an HEVC decoder, and

displayed on a conventional 2D display. The other components are coded using

modified HEVC coders, which are extended by including additional coding tools

and inter-component prediction techniques that employ already coded data inside

the same access unit. For enabling an optional discarding of depth data from the

bit-stream, e.g., for decoding a two-view video suitable for conventional stereo

displays, the inter-component prediction can be configured in a way that video

pictures can be decoded independently of the depth data.

6
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View Synthesis

As an optional encoding technique, a mechanism is integrated by which regions

independent views that can be rendered based on the transmitted independent

view and the associated depth maps are identified. These regions are encoded by

employing a modified cost measure, which mainly considers the required bit rates.

After decoding, the renderable regions can be identified in the same way as in

the encoder and replaced by rendered versions. The encoder identifies regions in

the current picture that can be rendered from pictures of the same time instance

in a reference view based on the reconstructed depth maps of the reference view.

The rendering technique has been depicted in Fig. 1.5.

Figure 1.5: Rendering from a left camera position to a right camera position using
depth maps [14]
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1.2 Digital Watermarking

In digital image and video watermarking, a signature is inserted in the original

content such a way that the signature can be extracted and the ownership of the

image or the video sequence can be authenticated as shown in Fig. 1.6.

Key

Image

Embedding
Watermark 

Extraction and 

AuthenticationTransmission

Watermark

Watermarked Image

Figure 1.6: Watermarking model

The watermarking in image in video can be used for various security purposed

like ownership authentication [15], video authentication [16], broadcast monitor-

ing [17], trailer tracking [18] etc.

1.2.1 Efficiency Parameters

There are many parameters to check the efficiency of a watermarking scheme or

some times used to categories them. Some time they conflicting to each other like

payload may reduce the imperceptibility. Few important parameters described

below [19–21].

1. Robustness : How efficiently watermark withstands against intentional

and unintentional attacks. Depending on that a watermark it goes robust

, fragile and semi-fragile.

2. Imperceptibility : The watermark should not noticeably degrade the

video quality.

8
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3. Payload : Measures the number of bits or the size of the watermark em-

bedded.

4. Blindness : A watermarking scheme called blind if original video is not

needed at extraction.

5. Bit Increase Rate : Often bit rate gets increased due to embedding. A

good methodology does not increase bit increase rate (BIR) significantly.

1.3 Literature Survey

There are lots of robust blind watermarking schemes for 2D images [22–29] and

2D videos [30–40] to resist geometric modification attacks. But, implementation

of 2D watermarking scheme over 3D image and video sequences might not give

proper security due to the use of depth image based rendering (DIBR) [6] in

different 3D representation.

1.3.1 3D Image and Video Watermarking

In recent literature, various digital watermarking schemes for stereo image rep-

resentation (SIR) or 3D images [41–60] and and videos [57, 61–74] have been

presented. Most of the schemes are implemented to secure the 3D content of the

media by using the 3D characteristics. But those schemes are not very useful

for DIBR [6] based rendering method. In other words, the main challenge is to

embed the watermark in such a way that it resist the view synthesis attack and

the 3D image and video compression methods.

1.3.1.1 3D Image Watermarking

In recent literature, Campisi [52] first introduced the concept of a 3D image wa-

termarking technique using depth, where author argues that the watermarking

scheme is semi-fragile to Joint photographic experts group (JPEG) and JPEG2000

compression. But, in the scheme, the author does not consider the dependent and
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independent view regions of a 3D image. Being semi-fragile, the scheme could not

resist the DIBR technique. Later, Halici and Alatan proposed a watermarking

scheme [53] where the watermark is embedded with the middle view, which is

synthesized from the left and right views by DIBR technique. The main prob-

lem in this scheme is that the watermark may get distorted if it is extracted

from the left or right view at the receiver end due to the presence of the inde-

pendent view region and the partial presence of the watermarked center view.

So, the middle view has to be regenerated during watermark extraction. Thus,

the scheme is not resistant to the synthesis view attack. Li et al. proposed a

region of interest (ROI)-based watermarking scheme [54] and located the ROI

using both depth and gray images. The watermark is embedded on both views

of the selected locations. Those authors argued that the scheme is robust against

JPEG compression attack. In Li’s scheme [54], since the ROI locations contain

portions of both dependent and independent view regions, the watermark may

not survive the synthesis view attack. Moreover, the dependent view regions of

both left and right views may contain different watermarks, which may be vul-

nerable to collusion attack [75]. Recently, Subramanyam et al. in [45] proposed

a compressed domain image watermarking scheme. Later, Wang et al. proposed

a discrete wavelet transformation (DWT) based watermarking scheme in [46] for

image quality enhancement. Korus et al. in [47] proposed an image watermarking

scheme for fast embedding. But none of these schemes [45–47] have considered

the DIBR image representation. As a result, these schemes [45–47] may not resist

the view synthesis attack for the DIBR-3D image. Recently, Lin and Wu [55] pro-

posed a blind multiple watermarking scheme where the watermark is embedded in

the left or right view image obtained by inverse rendering of the DIBR technique.

In this scheme, since the embedding block size is 8 × 8 or 16 × 16, it may not

withstand a synthesis view attack against high resolution (having high disparity)

images because to resist a synthesis view attack, the block size should be greater

than half of the disparity value between the left and right view images, which is

in general around 200 pixels in the case of any natural image. In a similar direc-
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tion, Jaipuria proposed a blind DWT-based watermarking scheme for DIBR-3D

images [56] where the authors embed the watermark with the center view image

obtained by a reverse rendering process as presented in [55]. Like the Lin and

Wu’s scheme [55] this scheme may not sustain a synthesis view attack because the

block length for embedding is less than that of disparity. In another recent work,

Kim et al. proposed a dual tree complex wavelet transformation (DT-CWT)

base watermarking for 3D images [76]. In this scheme, 15◦ & − 15◦ (1st, 6th)

and 45◦ & − 45◦ (2nd, 5th) coefficients of the 2D-DT-CWT of the center view im-

age is used for embedding, and the authors have shown that embedding in these

coefficients makes the scheme more robust because these coefficients are rela-

tively more robust against the DIBR-based view synthesis process. This scheme

may also suffer from a synthesis view attack for high-resolution images or images

where the disparity is larger than the block size. Furthermore, this scheme may

be vulnerable to collusion [75] attack because different watermark patterns are

practically embedded within the visually similar left, right, or any other synthe-

sized view. Later, Asikuzzaman et al. [59] extended the Kim et al. scheme [76]

to video by incorporating the DT-CWT with the same embedding scheme and

block size of 8 × 8 pixels. However, the scheme [59] might not improve the pre-

vious scheme [76] against high-resolution images and video sequences or images

having disparity higher than the embedding block size because of the smaller

block size. Yonggang proposed a robust image watermarking scheme [60] for the

DIBR technique using 3D-discrete cosine transformation (DCT). However, this

scheme may also not be robust against the view synthesis process of the DIBR

scheme because the authors did not consider the 3D characteristics of the image

at time of watermark embedding. Trick et al. [57] proposed a context-based 3D

model watermarking technique that does not consider DIBR-based rendering at

the time of embedding the watermark. As a result, the locations of the water-

mark may change (or may not be available) due to DIBR-based view generation,

and the scheme may not be robust against a view synthesis attack. Arun and

Paul proposed a 3D image watermarking scheme [58] for DIBR 3D images: In

11
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this scheme, after the first level of DWT, the middle range frequencies are used

to perform the second and third levels of DWT, respectively, and the 4× 4 block

DCT is used with the mid-range frequencies to make the embedded watermark

imperceptible to human vision. It is observed that the embedding block size for

the scheme [58] is 32 × 32 [4 × 4 for DCT and 8 × 8 for 3rd level of DWT] for

injecting a single watermark bit. This block size may not be sufficient to handle a

disparity higher than 32 pixels (in a real scenario, the disparity is generally more

than 200 pixels) and may be vulnerable to the view synthesis process.

1.3.1.2 3D Video Watermarking

In 3D video, possibly Louizis et al. [63] first proposed a 3D watermarking scheme

where the bit sequences are inserted with in the luma component by altering the

voxels of the host volume. Later, Tefas et al. [77] proposed an improve version of

the previous scheme by embedding the additive watermark with the luma com-

ponent of the views. But the motion compensation part of the video compression

is not analysed in time of watermark insertion. As a result the schemes are frag-

ile against video compression attack. Moreover in the watermarking schemes,

3D geometry part has not been considered which reduces the sustainability of

the schemes [63, 77] in 3D representation. In 3D video compression, the depen-

dent view regions does not occur in the other views to improve the efficiency. In

the existing 3D watermarking schemes, watermark is inserted either in both the

views [62, 65] or in the synthesized center view [74, 76]. In DIBR technique, it is

observed that only one full view (left or right having both dependent and inde-

pendent parts) along with independent part of other view(s) are communicated

to the receiver side. So the watermark embedded in the other views (where only

independent parts are encoded) may not be properly extracted. Moreover, in case

of MVD [13,14] based encoding, the view synthesis process using depth (say view

synthesis attack) itself may destroy the watermark. In that case, a compromised

receiver can generate a synthesized view from watermarked left and right views.

Thus the existing 3D video watermarking scheme is not very suitable for handling

12



1.3 Literature Survey

the DIBR [6] technique used in MVD [13,14] based encoding.

Using the 3D characteristics, possibly first Ntalianis et al. [64] proposed a 3D

video watermarking scheme. The authors used an object based watermarking

scheme where the watermark embedded in each frame of the left and right eye

video with a selected object from the video sequence to embed the 3D character-

istics. But the watermark will not sustain due to motion compensation in time

of compression because the real motion part in time of video compression is not

categorised. Moreover, using of same objects in the left and the right view does

not represent the dependent view regions. As a result, not using of the depth

information to select object with common regions, the watermarking scheme [64]

does not qualify for the 3D characteristics and remains unsustainable against

3D-HEVC compression attack. Later Wu et al. [66] proposed a 3D watermarking

scheme where the uncommon regions of left and the right view video has been

watermarked separately and the common regions of the ‘I’ frame has been wa-

termarked separately. To insert the watermark, authors have used a block-wise

DCT block matching to filter the common regions of the left and the right views.

Also the watermark of the left and the right view is opposite of each other. Hence

it seems to be a fragile watermarking scheme with respect to the view synthesis

attack. Also ‘B’ and ‘P’ frames are not used dependent view region detection

and watermark embedding. SO using reverse motion estimation the watermark

can be easily removed. Moreover, DCT based block matching does not give the

efficiency of the DIBR. So the scheme [66] does not sustain in the environment

of MVD based encoder like 3D-HEVC. Chen and Huang proposed two different

watermarking scheme in [67, 68] for 3D video where they used mean square er-

ror (MSE) to filter the common regions from the left and right eye views to insert

the watermark. In natural 3D views, disparity may vary from 0 to 200 or more.

So, using of MSE to select the dependent view regions goes much complex. Also

there is a chance of getting dissimilar regions using MSE because the depth is not

considered. As a result selected regions may overlapped in interviews, and the

watermark bit can be loosen in time of embedding process. Furthermore, not us-
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ing of DIBR based view selection method, the watermarking schemes [67,68] will

not sustain for 3D-HEVC encoding. Lee et al. proposed a perceptual depth based

3D video watermarking scheme in [65] where the watermark is embedded with

the hidden pixels and high motion Z-axis. Where the Z-axis is the uncommon

regions extracted from the left and right eye video using DIBR [6]. Since the wa-

termark is embedded by altering the Z axis only, the rendering process (DIBR) is

not hampered due to embedding. But, since the watermark region is not synchro-

nized with the continuous frames in the GOP, watermark bits may be destroyed

at the time of motion compensation. Moreover, the scheme may cause bit rate in-

crease due to embedding. Later Asikuzzaman et al. proposed a DT-CWT based

3D video watermarking scheme [73] by extending the Kim’s scheme [76]. Where

the authors embed the watermarking in the 3D level 2D-DT-CWT coefficients

of the 2nd, 5th of the center view. The authors [73] claimed that the embedding

of watermark in the chroma component will increase the robustness and improve

the visual quality. Like the Kim’s scheme [76], this scheme [73] may also suffer

from a synthesis view attack for high-resolution images or images where the dis-

parity is larger than the block size. Also using collusion attack [75] the scheme

may remain un-sustainable if implementing is done on left and right views. Very

recently an improvement has been done by the same authors in [74] where the

same embedding policy is used for insertion of the watermark. Moreover, these

schemes [73,74] are implemented in frame by frame manner and does not used the

motion compensation part in the video sequence for insertion of the watermark.

So, the schemes does not resist the motion based quantization part in the video

compression. As a result, the schemes [73,74] may not sustain against 3D-HEVC

compression attack as well as different 3D attacks.

1.3.2 3D Depth Watermarking

In recent trends, depth is an important part of 3D image and video sequences.

Also for rendering purpose depth takes an important role to create 3D video
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sequence in display devices. Capitalizing this characteristics of 3D viewing, un-

secured depth parameter can be used to generate more distorted and illegitimate

synthesized left and right views which may reduce the robustness of the 3D image

and video watermarking schemes [41–57,57–74]. So securing the depth of the 3D

video content is an important requirement to ensure the media security.

To secure the depth of the 3D content, direct implementation of image and

video watermarking schemes on depth part is not suitable because depth image

is in general has low variance. So addition of watermark can be treated as a high

frequency noise in the depth sequence and can be easily removed by smooth-

ing attack [78]. Also most of the existing schemes [55, 65, 73, 74, 76] are not

fully resilient to the DIBR process and collusion attack [75]. So the watermark

can be easily destroyed by colluding two views. In depth based watermarking,

Guan et al. proposed a blind multiple watermarking schemes for DIBR-3D videos

in [79], where only the depth region is watermarked to secure the original image

with depth. As depth is lesser important part than the original image, different

smoothing attack can be used to destroy the watermarking scheme. Also, object

based smoothing can be used to remove the watermark from the depth of the 3D

image [78].

1.4 Motivation and Objectives

From the preceding discussion, it is obvious that most of the watermarking

schemes are vulnerable to the 3D characteristics in image and video sequences. It

is also observed in DIBR-based watermarking that the different watermark signals

may be embedded in coherent locations of the left and right view images. This can

be capitalized to mount a watermark estimation attack, popularly known as a col-

lusion attack (type II) [75]. In this attack, the watermark signal can be removed

by simply averaging the coherent image regions with different watermarks. So, it

reveals that DIBR based 3D image/video watermarking schemes are vulnerable

against collusion attacks. Additionally, it is also observed in the literature that
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existing schemes are not performing well against different 3D domain attacks such

as 3D video compression: 3D-HEVC, DIBR & multi-view image representation,

view synthesis, depth blurring, baseline distance change, view collusion, depth

collusion etc. and different image processing attacks. At the same time, main-

taining acceptable visual quality of the embedded image/video is a challenging

task [3]. Motivated by these issues, the main objective of this work is to enhance

the robustness of the watermarking scheme for the 3D image and video while

maintaining the decent visual quality of the watermarked sequences with respect

to human visual system (HVS). The work has been carried out in the following

ways:

1. Proposing robust watermarking for dependent and independent views of 3D

image and video sequences against different 3D attacks.

2. Proposing robust watermarking for depth of the 3D image and video se-

quences to resist different depth based attacks [76,80].

3. Maintaining the decent visual quality of the watermarked image and video

sequences with respect to the HVS by using proper coefficient selection

methods.

1.5 Contributions of the Thesis

1.5.1 Robust Watermarking for MVD Representation against
3D-HEVC Compression and View Synthesis Attack

In first chapter of this thesis, robust watermarking against 3D-HEVC compression

and view synthesis attack is considered. There are two major contributions in

this chapter, firstly a Z-axis based watermarking against 3D-HEVC compression

and secondly, the scheme is extended to resist view synthesis attack.
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1.5.1.1 Robust Watermarking for MVD Representation against 3D-
HEVC Compression Attack

In the first phase of this work, a video watermarking scheme is proposed to resist

the 3D-HEVC compression attack where the independent region (say Z-axis) is

used for insertion of the watermark. In this scenario, the independent region

does not blend in the time of 3D-HEVC compression (basically in the rendering

part as described in previous) and the use of different watermark sequence for

different views, improves the security. Using of DCT based motion compensated

temporal filtering (MCDCT-TF) and DCT for embedding, robustness against 3D-

HEVC has been enforced. The sustainability of the watermark signal is marked

by outperforming the existing related schemes using an experimental set-up.

1.5.1.2 Watermarking for MVD Representation against 3D-HEVC
Compression and View Synthesis Attack

In the next phase of this work, the proposed scheme is extended to resist view

synthesis attack along with the 3D-HEVC video compression attack by employing

DT-DWT based embedding. Center view is rendered from the left and right views

of a 3D video frame to find DIBR [6] invariant coefficients. The temporal redun-

dancy in the time of compression is reduced by using the modified MCDCT-TF

over the center view. Shift invariant 2D DT-DWT is used for embedding pur-

pose of reducing the spatial redundancy due to the view synthesis process using

DIBR technique. A comprehensive set of experiments has been carried out to

quantify the applicability over existing schemes with respect to compression of

the 3D-HEVC video codec and synthesis view attack.

1.5.2 Watermarking in Depth Information of 3D Image
and Video Sequences against Depth Attack

Depth is a crucial information in 3D representation and must be secured. In

this chapter, two watermarking schemes are proposed. First is to secure depth

information of the DIBR-3D image representation and second is the corresponding
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extension for the MVD based 3D video sequence.

1.5.2.1 Watermarking in Image Depth against View Synthesis Attack

In the first phase, depth of the 3D image sequences is used to insert the watermark

bit such that the embedding scheme can resist view synthesis attack for DIBR-

3D representation. The scale invariant feature transform (SIFT) [81] is used

to find the view invariant feature point locations from the main views and the

watermark bits are inserted in the depth of the obtained locations to make the

scheme invariant to the view synthesis process. In the time of location selection,

foreground region (say more salient to the human vision) is removed to obtained

satisfiable visual quality in the main view with respect to the HVS. A set of

experiments is carried out to justify the robustness of the proposed scheme than

the existing scheme.

1.5.2.2 Watermarking in Video Depth Sequences against Depth Mod-
ification and 3D-HEVC Compression Attack

In the second phase, an extended version of the first phase work is presented to

secure the depth of the 3D video sequences in MVD representation. To sustain

against 3D-HEVC compression attack, modified version of MCDCT-TF is used

to find the temporal low-pass frames. In this embedding policy, watermark signal

transmitted to the original views, that improves the sustainability of the water-

mark signal after different depth modification attacks. Using an experimental

set-up the claimed robustness is justified by comparing with the related existing

schemes.

1.5.3 Depth-based View Invariant blind 3D Image Water-
marking for Multi-view Representation

In this work, a watermarking scheme for Multi-view Image Representation is

presented to resist different 3D attacks on multi-view representation and image

processing attacks. The horizontally shifted spatially coherent dependent view
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regions of the left and right views are used for embedding purpose of resisting the

view synthesis attack. Using of specific block selection method, reduce the spa-

tial de-synchronization in the synthesis views as well as improve the robustness

of the embedding policy. Watermark is inserted with the low-pass filtered depen-

dent view region of 3D images using Block DCT to increase the strength of the

watermark against different attacks. The applicability of the proposed scheme

is experimentally established by a set of comparison with the existing schemes

and with respect to view synthesis, Stereo JPEG compression and different noise

addition attacks.

1.5.4 View Invariant Watermarking Using DT-CWT for
DIBR-3D Image Representation

In the final phase of contribution, a watermarking scheme is proposed for DIBR-

3D images to resist the different 3D attacks (like: depth modification, depth

blurring, baseline distance change) using DT-CWT. 2D-DT-CWT coefficients

of centre view are used for watermark embedding such that shift invariance and

directional property of the DT-CWT can be exploited to make the scheme robust

against view synthesis process. A specific coefficient selection scheme is presented

to separate independent regions (or distorted regions due to hole filling) from

the main views by checking the DT-CWT coefficient checking to improve the

robustness. A comprehensive set of experiments has been carried out to justify

the robustness of the proposed scheme over the related existing schemes with

respect to the JPEG compression and synthesis view attack.

1.6 Thesis Organization

This Ph.D. dissertation is elaborated in seven chapters. In this first chapter, a

brief introduction of 3D image and video representation and the encoding policy

is explained with a brief literature of watermarking & their shortcomings, the

motivation & objective of the thesis and the contribution of the thesis. The rest
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of the organization is as follow:

• §2: In this chapter, a description is given on the background of the re-

search which includes some preliminary concepts like MCDCT-TF, SIFT,

DT-CWT etc., evaluation metrics, experimental data set etc. to use in

following chapters.

• §3: In this chapter, a robust 3D video watermarking scheme is proposed

to resist the rendering and video compression attack in time of 3D-HEVC

encoding process. Then another DT-DWT based watermarking scheme is

presented for MVD to resist the view synthesis as well as the 3D-HEVC

compression attack.

• §4: In the first work of this chapter, depth of the 3D image is watermarked

to make secure media transmission and to tesist the view synthesis attack.

Then the scheme is extended for the 3D video sequences in the second

phase to resist 3D-HEVC compression, view synthesis and different depth

modification attacks.

• §5: In this chapter, a watermarking scheme is proposed to resist the different

3D image attacks in Multi-view Image Representation. Here the watermark

is inserted with the DIBR invariant coefficients to resist view synthesis

attack.

• §6: In this chapter, a watermarking scheme for DIBR-3D image representa-

tion is presented to resist the different 3D image attacks in DIBR-3D image

representation. A novel watermark embedding scheme using the DT-CWT

is presented the to resist the view synthesis attack.

• §7: A brief conclusion of the Ph.D. dissertation is presented in this chapter

with the future scope of research directions.
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1.7 Summary

In this chapter a brief introduction is presented over the 3D research domain

to formulate the scope of research in this field. The representation of the 3D

image and video sequences is explained with a brief literature of 3D image and

video watermarking with the limitations of the existing schemes. Based on the

limitations, motivation and the objective of the research work is formulated.

Finally a brief description of contribution and the organization of the thesis is

presented.
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Chapter 2
Research Background

In this chapter, a brief overview of the mathematical preliminaries and theoretical

foundation related to the research topic are presented. A brief discussion on

MCDCT-TF, DT-CWT and SIFT is included along with the different evaluation

parameters and the dataset used for experimental purpose.

2.1 Motion Compensated DCT Temporal Fil-

tering (MCDCT-TF)

Motion compensated temporal filtering (MCTF) [82–84] is used to filter video

sequences in temporal i.e. the motion direction. All the schemes are implemented

using 2-tap Haar wavelet filter. Later, Atta et al. proposed the DCT based MCTF

for temporal scalable video coding [85]. In [85], authors have proposed 9 × 1

MCDCT-TF by combination of 3× 2 and 2× 1 temporal filtration. Recently we

have proposed an modified version of [85] using 3× 1 in [86]. In [86], the motion

compensation has been done to generate the middle frame from the boundary

frames as proposed by Atta et al. [85] and 3 × 1 DCT has been carried out to

filter the low pass temporal frame. But in this scenario, it is observed that the

filtration can be done with a frames multiple of 3. Also if some de-synchronization

is made, then the center view location may deviate and the same location might

not be obtained. So a little modification is done on the motion compensation
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model [86] as follow:

First frame of GOP

Last frame of GOP

Motion vector based temporal compensation

GOP

Figure 2.1: Motion Prediction of the Z-axis GOP

• To avoid the temporal adaptation, the main filterable frame is set to the

first frame because the first frame is the I frame of the GOP and always

present.

• Motion compensation is done progressively as shown in Fig. 2.1 and only

the connected pixels are used [86]

• z×1 DCT filtration is carried out to extract the low pass temporal to filter

frame from z number of frames as on Eq. 2.1
L(x, y)
H1(x, y)
.
.
.
Hz−1(x, y)

 = Az ×


I11 (x, y)
I12 (x, y)
.
.
.
I1z(x, y)

 (2.1)

where L is the low pass DC coefficient and H is the AC coefficients at location

(x,y) for the motion compensated pixels [I11 , I
1
2 ...I

1
z].

To generate the video sequence DCT based inverse motion compensated tem-

poral filtering (IMCDCT-TF) is done over the temporal filtered video sequence.
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Inverse Motion Compensated DCT Temporal Filtering
(IMCDCT-TF)

IMCDCT-TF is the reverse process of MCDCT-TF. To obtain the motion com-

pensated frame sequence z× 1 inverse discrete cosine transformation (IDCT) is

done on the filtered sequence as shown in Eq. 2.2
I ′11 (x, y)
I ′12 (x, y)
.
.
.
I ′1z(x, y)

 = ATz ×


L(x, y)
H1(x, y)
.
.
.
Hz−1(x, y)

 (2.2)

where [I ′11 , I
′1
2 ...I

′1
z] are the motion compensated frame sequence obtained after

z×1 IDCT. To obtain the original frame sequence inverse motion compensation

is done and the connected pixels are replaced in the original frame sequences as

shown in Eq. 2.3

In(x, y) = I ′n(x, y) where connected pixels
= In(x, y) where unconnected pixels

for n = 1 : z (2.3)

where I ′n is the inverse motion compensated frame sequences obtained from IDCT

and I ′n is the original frame sequences.

2.2 Semantic Image Segmentation

Semantic image segmentation is a procedure to label each pixel of an image.

Usually an identifiable objects are more salient to human visual system. Using

of semantic image segmentation, foreground objects are also filtered, which are

more salient to human visual systems. In this scenario, combination of convo-

lutional neural networks (CNNs) and conditional random fields (CRFs)-based

probabilistic graphical modelling is used for semantic image segmentation [87].

The architecture of the segmentation process is depicted in Fig. 2.2. The FCN-8s
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FCN-8 CRF-RNN

Figure 2.2: Semantic image segmentation

architecture [88] is used as the first part to unary potentials for the CRF. CRF-

based probabilistic graphical modeling for structured prediction is processed with

the pixel level prediction and semantic segmentation task is done by the end to

end trainable deep network by combining a fully convolutional neural network

with the CRF-RNN.

2.3 Scale Invariant Feature Transform

SIFT [81] is an algorithm to extract distinctive feature which enables the correct

match for a key-point to be selected from a large database of other key point.

It is observed that the SIFT feature is substantially robust against affine trans-

formation, noise addition, and change in illumination. Due to its sustainability

characteristics, SIFT feature can be used for matching key points in different

views. Applying SIFT on an image gives feature point descriptor with the loca-

tion (x, y), Scale feature (σ) and the orientation angle (θ)

The scale feature (σ) of the SIFT remain unchanged for the same size of the

image. So, for same sift point the (σ) will remain constant for a same scale image.

2.4 Dual Tree Complex Wavelet Transform (DT-

CWT)

Kingsbury [89, 90] first presented the dual tree complex wavelet transformation

(DT-CWT) to analyse it’s shift invariant property. In dual tree discrete wavelet

transformation (DT-DWT), two independent discrete wavelet transformations
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(DWTs) are exploited for each tree. Two real dual tree wavelet coefficient (where

the second transform is done by picking the opposite samples of the first one) are

combined to generate the complex wavelet coefficients as shown as

ha + ihb

where ha and hb are the real coefficients of the tree ‘a’ and tree ‘b’ as explained

above for DT-CWT overx.

(a) Original Image

15 45 75 -75 -45 -15

Real

coe�cient

Complex

coe�cient

(b) coefficients of DT-CWT

Figure 2.3: DTCWT Coefficients

According to Kingsbury [89–91], it is observed that the DT-CWT is invariant

to small shift or geometric distortion. Also, it is observed in the literature [76]

that the Peak Signal-to-Noise Ratio (PSNR) between center view and left (or

right) view, is relatively better when DT-CWT is used in comparison with DCT

or fast fourier transform (FFT). Moreover, it is experimentally observed that

the change of the magnitude of the DT-CWT coefficients due to the DIBR is

very less. So the value of DT-CWT coefficients will remain constant than DCT

of FFT coefficients against DIBR based view synthesis process. The six high
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pass DT-CWT coefficients are represented as a combination of real and complex

coefficients at orientation angle 15◦, 45◦, 75◦, −75◦, −45◦, −15◦ ( let H1, H2, H3,

H4, H5, H6). Fig. 2.3(b) shows the of DT-CWT coefficients for the image 2.3(a).

2.5 Attacks on 3D Image and Video

For testing the strength of watermarking applied on the 3D image and video

sequences, some attacks are carried out as follows:

• View synthesis: In this attack, DIBR technique [6] using the depth is

applied to generate synthesis views to check the embedding strength. In this

attack, pixels moves horizontally and the embedding position gets changed.

• 3D-HEVC video compression: It is an attack incorporated by com-

pressing the video at the different QP level to check the strength of the

inserted watermark in the raw 3D video sequences using the MVD [13]

based 3D-HEVC [14] compression technique.

• Collusion attack: It is used to collude the similar views with a different

watermark to estimate the watermark [75]. For 3D, collusion attack is

carried for interview sequences where using the DIBR [6] technique the

dependent regions are synthesized to targeted views and colluded [75] to

remove the embedded watermark.

• Noise-addition attack: It is mounted by adding a noise with the im-

age sequences with a random change in brightness and the colour informa-

tion [92]. In salt and pepper noise, white and black pixels of certain proba-

bility density are added randomly with image. In additive white Gaussian

noise (AWGN), Gaussian noise of a certain variance is added with the im-

ages.

• Baseline distance change: It is an attack for DIBR-3D representation

where the synchronization of the depth and the view is shifted to to a
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certain baseline distance to reduce the embedding strength with very less

degradation of the visual quality [76].

• Depth blurring: In this attack, the depth of the 3D image is blurred, so

that the embedding locations in the synthesized left and right views got

changed.

• Depth modification: In this attack, depth image is modified so that

the location of the pixels in left and the right view got changes and the

embedding location got changed.

2.6 Evaluation Parameter

Embedded image and video sequences are are evaluated by checking the visual

degradation and the embedding strength by analysing different visual quality

parameters and robustness parameter.

2.6.1 Visual Quality Parameter

In this work, PSNR, Structural Similarity (SSIM) [93], Visual Information Fi-

delity, pixel domain (VIFp) [94] and Flicker Metric [95, 96] are used to measure

the image and the video quality to check the degradation of the quality after

watermark embedding. Peak Signal-to-Noise Ratio taking into account Con-

trast Sensitivity Function (PSNRHVS) [97] and Multi Scale Structural Similar-

ity (MSSSIM) [98] are used to measure the degradation in of video quality with

respect to human perception, after embedding watermark in depth map.

2.6.1.1 PSNR

PSNR is the ratio between the maximum possible value (power) of a signal and

the power of distorting noise that affects the quality of the signal. PSNR is
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calculated using Eq. 2.4

PSNR = 10 log10
Max2

MSE

where

MSE =

Ih∑
i=1

Iw∑
j=1

(I(i,j)−WI(i,j))
2

Ih.Iw

(2.4)

where Max is maximum possible intensity (255), IH and IW are width and height

of the frame/image respectively, I is the original image and WI is modified image.

2.6.1.2 SSIM

SSIM index is an image quality metric. It is function of three components eg.

luminance similarity (l(I,WI)), contrast similarity (c(I,WI)) and structural sim-

ilarity (s(I,WI)) as given in Eq. 2.5

SSIM(I,WI) = [l(I,WI)]
α.[c(I,WI)]

β.[s(I,WI)]
γ (2.5)

where α, β and γ are parameters used to adjust the relative importance of the

three components [93].

2.6.1.3 PSNRHVS

In time of computing PSNR, HVS is taken in to the account for calculating

PSNRHVS. The HVS version of PSNR is calculated using the following Eq. 2.6

PSNRHV S = 10 log10

Max2

MSEHV S
(2.6)

MSEHV S is calculated taking account HVS as shown in following Eq. 2.7

MSEHV S =

Ih−7∑
i=1

Iw−7∑
j=1

8∑
m=1

8∑
n=1

(I(i, j)ij −WI(i, j)ij)
2

(Ih − 7).(Iw − 7).64
(2.7)

where Cij denotes the DCT coefficients of 8× 8 block [97].
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2.6.1.4 MSSSIM

In MSSSIM, multi scale method is a convenient way to incorporate image details

at different resolutions. MSSSIM index is calculated using the following Eq. 2.8

MSSSIM(I,WI) = [lM(I,WI)]
αM .

M∏
i=1

[ci(I,WI)]
βi .[si(I,WI)]

γi (2.8)

where ci(I,WI) and si(I,WI) are the contrast and the structure comparison func-

tion at the ith scale respectively, and lM(I,WI) luminance comparison function

at the M th scale [98].

2.6.1.5 VIFp

VIFp is a procedure to quantifies the information fidelity for the entire image in a

statistical HVS model. The VIFp is computed for a collection of N ×M wavelet

coefficients from each sub-band using the following Eq. 2.9

VIFp =

∑
j∈subbands

I(
−→
C
N,j
,
−→
F
N,j
|sN,J)∑

j∈subbands
I(
−→
C
N,j
,
−→
E
N,J
|sN,j)

(2.9)

where I(
−→
C
N
,
−→
F
N
|sN) and I(

−→
C
N
,
−→
E
N
|sN) represent the information that could

ideally be extracted by the brain from a particular sub-band in the reference and

the test images, respectively. The
−→
C
N,j

represent N elements of the Random

Field (RF) Cj that describes the coefficients from sub-band j [94].

2.6.1.6 Flicker Metric

Brightness Flicking Metric [95,96] is made to measure flicking quantity (difference

between average brightness values) between neighbouring frames of the sequence

(previous and current frame). To measure temporal degradation due to the water-

mark embedding Filicker difference of the original video and watermarked video

is quantified.
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2.6.2 Robustness Parameter

To measure the robustness of the watermarking scheme, normalized Hamming

distance of the extracted watermark (W ′) and the original watermark (W ) is

calculated. The Hamming distance (Ham) between the W and W ′ is calculated

using the following Eq. 2.10

Ham =
1

‖W‖
∑

(W 6= W ′) (2.10)

where “‖ ‖” is denoted the count of the watermark bits.

2.7 Experimental Dataset

For experiment in image set, Middlebury Stereo 2006 Datasets of 21 images [99]

(link: http://vision.middlebury.edu/stereo/data/scenes2006/) are used

for watermark embedding. For video 10 high-resolution (1920× 1080 and 1024×
768) video sequences are used for watermarking [link:ftp.hhi.de,http://www.

tanimoto.nuee.nagoya-u.ac.jp/~fukushima/mpegftv/,http://www.merl.com/

pub/avetro/mvc-testseq/orig-yuv/ and http://www.merl.com/pub/tian/NICT-3D/].

In the experimentation, combination of 2 views are taken form the 5 views of the

image and the video sequences to represent 3D. The dataset is enlisted in the

following Table. 2.1.

2.8 Summary

In this chapter, few background concepts like MCDCT-TF, SIFT, DT-CWT etc.

and few evaluation parameters are explained as the prerequisite of the different

contributions of this dissertation. The concepts are used in the different phases

of the proposed schemes in the later chapters. The evaluation parameters are

used to justify the claims experimentally using the dataset summarised in this

chapter.
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Table 2.1: Experimental Dataset.

Image Sequence

Aloe, Baby1, Baby2, Baby3, Bowling1, Bowling2,
Cloth1, Cloth2, Cloth3, Cloth4, Flowerpots,
Lampshade1, Lampshade2, Midd1, Midd2,
Monopoly, Plastic, Rock1, Rock2, Wood1, Wood2

Image Resolutions
1282×1110, 1240×1110, 1252×1110, 1270×1110,
1276×1110, 1300×1110, 1306×1110, 1312×1110,
1330×1110, 1366×1110, 1372×1110, 1396×1110

Video Sequence
Balloons, Dancer, Lovebird1 , Book arrival,
Kendo, Shark, Micro world, Champagne tower,
Pantomime, Newspaper

Video Resolutions 640×480, 1024×768, 1280×960, 1088×1920

Watermark Signal
Image & Video 64×64 binary image and random bit sequence

Depth random sequence of 100 bit
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Chapter 3
Robust Watermarking for MVD
Representation against 3D-HEVC
Compression and View Synthesis Attack

Huge advancement in Internet technology and wide availability of the cheaper dis-

play devices made the 3D video more attractive due to its immersive experience.

Due to the very nature of the digital media, it is easy to copy and redistribute the

media content. This makes the video piracy and content tampering as a serious

threat over efficient and secure video communication specially over Internet. Re-

cently, depth image based rendering (DIBR) technique [6] has been introduced for

generating this synthesis view and the corresponding display is popularly known

as auto-stereoscopic display where the conventional Multi-view video codec (MVC)

technology has been extended as Multi-view video plus depth (MVD) [14] with

the advance 3D-High efficient video compression (3D-HEVC) compression tech-

nology. As describe in §1, watermarking is being regarded as an efficient DRM

(digital right management) tool for video transmission. Although, quite a few

works have been reported on the video watermarking as described in literature

§1.3, very less attention has been paid on 3D video watermarking until recently.

The 3D depth vision for the human perception is generated by merging two or

more than two camera views (corresponding to the left eye and right eye views).
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Hoffman et al. [7] have shown that the common pixels move horizontally with

common left and right views respectively. This makes a common region, called

dependent view and an uncommon region, called independent view, for the left

and right views. In 3D-HEVC, the dependent view is not required to be encoded

in the both the left and right frames [14]. As shown in Fig. 3.1, in time of the 3D

video compression using MVD based 3D-HEVC encoder, the independent view

zone of left and right frames does not collude [75] at the encoding [14] process.

So securing independent region will secure the video sequence against 3D-HEVC

Figure 3.1: Block diagram of 3D-HEVC codec using 2 view with inter component
prediction

compression attack. To encode the video efficiently, the depth and the camera

parameters are used to determine the dependent and the independent view from

the left and the right video frame views. At the time of viewing the stereo video,

the independent view is used to generate the 3D view of objects. So this inde-

pendent view part can be considered as the Z-axis. The independent view zone

of left and right frames does not blend in the time of MVD based 3D-HEVC [14]
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compression (basically in the rendering part as described in previous in §1.1.4).

In the first phase of this chapter, a video watermarking scheme is proposed using

the MVD characteristics, to resist the 3D-HEVC compression attack where the

independent view region is used to insert the watermark.

Another challenge of 3D video watermarking is to secure not only both left

and right views but these synthesized views also using DIBR based view synthesis

process (as explained in §1.1.4). In DIBR technique, it is observed that only one

full view (left or right having both dependent and independent parts) along with

independent part of another view(s) are communicated to the receiver side. So

the watermark embedded in the other views (where only independent parts are

encoded) may not be properly extracted. Moreover, in the case of MVD based

encoding, the view synthesis process using depth (say view synthesis attack)

itself may destroy the watermark. In that case, a compromised receiver can

generate a synthesized view from watermarked left and right views. To secure

the main and the synthesis views of the video sequence, dual tree discrete wavelet

transformation (DT-DWT) is introduced in the modified version of the proposed

scheme. The shift invariant coefficients of the DT-CWT are used reducing the

spatial redundancy due to the view synthesis process using the DIBR technique.

These two schemes are described in details in the following sections.

3.1 Robust Watermarking for MVD Represen-

tation against 3D-HEVC Compression At-

tack

In this phase of work, the main challenge is to embed the watermark in such a way

that the watermark could not be compromised in time of DIBR [6] technique used

for 3D-HEVC compression. Various watermarking schemes [57, 63, 64, 66–74] are

proposed to secure the 3D content. But most of them are not sustainable against

DIBR technique (refer to §1.3.1)

In this scenario, Garcia and Dugelay [61] have proposed an object based wa-
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termarking scheme for 3D video. Where the authors [61] used 3D object detection

using 3D modelling and secure the texture of the 3D model. This scheme may

suffer from spatial view de-synchronization error since the dependent and the in-

dependent view in successive frames are different. This may also suffer from tem-

poral de-synchronization as the object motion is not considered. Later, Wu et al.

in [66] proposed a 3D watermarking scheme where the uncommon region of left

and the right view video has been watermarked separately and the common re-

gions of the ‘I’ frame has been watermarked separately. In this scheme, they used

block-wise discrete cosine transformation (DCT) to filter the left and right eye

video and embedded the watermark in such a way that the embedding procedure

for left and right eye video is opposite of each other. Here, the depth information

is not used to predict the common region and ‘B’ and ‘P’ frames are not used

to predict the common regions. So the predicted regions using DIBR for MVD

based encoder does not match with the regions predicted in Wu’s scheme [66].

So, the watermark can be easily compromised in time of 3D-HEVC encoding.

Recently, Lee et al. proposed a perceptual depth based 3D video watermarking

scheme [65] where the watermark is embedded with the hidden pixels (say the

Z-axis) extracted using DIBR and high motion imperceptible regions. Since the

watermark is embedded by altering the Z axis only, the rendering process DIBR

is not hampered due to embedding. But, since the watermark region is not syn-

chronized with the continuous frames in the group of picture (GOP), watermark

bits may be destroyed at the time of motion compensation and quantization.

In the above discussion, it is observed that existing watermarking schemes are

not very suitable to secure the 3D video sequence against MVD based 3D-HEVC

compression. In DIBR representation, the independent region occurs either in

the left or the right views. As a results, these regions remains untouched in

time of 3D-HEVC compression. Moreover, in general the independent regions

remain imperceptible to human visual system (HVS) [3, 7]. So, embedding in

the independent region (Z-axis) may increase the robustness against 3D-HEVC

compression and may be imperceptible with respect to the human vision.
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In this chapter, a blind 3D video watermarking scheme has been proposed

by embedding the watermark in the temporally connected Z-axis regions which

makes the scheme robust against the 3D-HEVC compression. To increase the

robustness of the scheme, the watermark embedding has been done by altering

the low pass DC coefficient values of the 4×4 block of the Z-axis. The rest of the

chapter is organised as follows. The proposed Z-axis region selection using DIBR

technique and motion vector, is presented in §3.1.1. §3.1.2 describes the water-

mark embedding and extraction scheme with the selected pixels. Experiment

results have been described and explained in §3.1.3.

3.1.1 Proposed Concept

It has been observed that Z-axis based embedding helps to increase the robustness

of the watermarking scheme for MVD based video sequence. This Z-axis can be

extracted using DIBR technique. To increase the robustness of the watermarking

scheme against video compression [86], motion compensated Z-axis regions are

taken for watermark embedding in a given GOP of a 3D video sequence.

Z-axis Filtration

According to the scheme proposed by Gerhard et al. in [8] and the DIBR tech-

nique [6], stereo video is rendered using the depth information and the dependent

and the independent (Z-axis) view parts which are detected in the 3D video se-

quences for both left and the right eye video. The independent part (Z-axis) is

marked and filtered as depicted in Fig. 3.2. Here the motion vectors are used

over a GOP to compensate the all frames to the last frame as shown in Fig. 3.3.

The fully connected regions are filtered from the motion compensated GOP as

described in [86]. The fully connected regions of Z-axis of the compensated frame

for GOP(=8) is depicted in Fig. 3.4.

The part of the compensated frame of a GOP which contains the fully con-

nected regions of Z-axis, is considered as low pass filtered Z-axis or Zc. This

filtered Z-axis components are used for watermark embedding.
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(a) Original left
frame

(b) Original right
frame

(c) Depth of left
frame

(d) Depth of right
frame

(e) Rendered left
frame from right
frame

(f) Rendered right
frame from left frame

(g) Z-axis left frame (h) Z-axis right
frame

Figure 3.2: Left and right z axis extraction using depth value for Balloons video of
camera view 2(left) and 4(right)

Figure 3.3: Motion Prediction of the Z-axis GOP
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(a) Motion filtered z axis of left frame (b) Motion filtered z axis of right frame

Figure 3.4: Connected regions of motion filtered Z-axis frame of Balloons video for
GOP=8

3.1.2 Proposed Scheme

3.1.2.1 Watermark Embedding

As discussed in the Section 3.1.1, the filtered Z-axis part is used for watermark

embedding. The proposed scheme is partitioned into three subsections to embed

the watermark in the selected regions of the Z-axis. In §3.1.2.1, the embedding

capacity of the proposed method is described. How a location map is used to track

the exact location of the watermark embedding is discussed in Section 3.1.2.1 and

Section 3.1.2.1 narrates the watermark embedding scheme using the original video

with the help of location map.

Embedding Capacity:

The connected filtered Z-axis part (say Zc) [connected pixels of the independent

view part for a 3D video] of a GOP is used for embedding (refer Section 3.1.1).

Firstly the Zc is partitioned into non overlapping 4×4 blocks. A repetitive se-

quence of binary bit-stream is used as a watermark. For embedding, a unique

combination of two 4×4 blocks of the Zc is considered to accommodate a single

watermark bit. The number of watermark bits which are embedded in each GOP

is called embedding capacity. Fig. 3.5 describes the embedding capacity (Ec) of

the 3D Balloons video.
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Left eye video (view no =2)

Figure 3.5: Selected blocks for embedding the watermark for each GOP after Z-axis
filtration for balloons video (GOP=8)

Spreading of Watermark Bits to GOP:

As discussed in the last subsection, two 4×4 blocks are used to embed a single

watermark bit. Selected pair of such 4×4 blocks are marked with a given wa-

termark bit using a location map (Lmp) within the Zc region in a GOP. Since

Zc is motion compensated, obtained location map is reverse motion compensated

to get the embedded watermark, distributed through the GOP according to Eq.

3.1.

Lmp(i+1) = Lmpi←mv (3.1)

where mv denotes the motion vector between ith → (i + 1)th frame. After mo-

tion compensation, a location map is generated for each frames, containing the

watermark bit and the location of the two corresponding 4×4 blocks.

Embedding with the GOP of the Original Video:

A block-wise spatial DCT is done over the 4×4 blocks in the 3D video sequence

using the location(Lmp). The DC coefficients of two blocks, C1 and C2 are used

to embed the watermark according to location map (Lmp) using Eq. 3.2

C ′1i = C1+C2

2
(1 + α)

C ′2i = C1+C2

2
(1− α)

}
if Wi = 1

C ′1i = C1+C2

2
(1− α)

C ′2i = C1+C2

2
(1 + α)

}
if Wi = 0

 (3.2)
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Figure 3.6: Watermark embedding model (left eye video)

where Wi is the watermarking bit according to the map on ith location and α is

the embedding strength. For the experiments, value of α is taken as 0.02.

After embedding, Inverse DCT is done over the 4×4 blocks to get the water-

marked video sequence. The overall watermark embedding scheme is narrated

in Algorithm 3 and Fig. 3.6 depicts a sample block diagram for the watermark

embedding scheme for the left eye video. The similar approach is used for the

right eye video.

3.1.2.2 Watermark Extraction

Extraction of the watermark from 3D video is a reverse process of the embedding

scheme. To extract the watermark bit sequence from the embedded GOP, the

extraction process has been partitioned in three different modules.
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Algorithm 1: Watermark Embedding (VL, VR, DL, DR, α,W,MV )

Input: VL: Left eye video, VR: Right eye video, DL: Left eye video
depth, DR: Right eye video depth, α: Watermark strength, W :
Watermark bit stream, and MV : Motion vector

Output: WV L:Watermarked left eye video, WV R:Watermarked right eye
video

begin

1. The Z-axis for the left video is generated using the left video VL,
right video VR and the depth of the right video DR.

2. According to the GOP size, the connected component (Zc) is ex-
tracted using the motion vector MV , as described in Section 3.1.2.1.

3. According to the proposed embedding policy, two 4×4 embeddable
blocks are used to embed a single watermark bit and the embedding
capacity (Ec) for each GOP is calculated.

4. Watermark bit stream is generated by using a binary random se-
quence.

5. The generated watermark sequence is partitioned according to the
Ec.

6. for each GOP in the video sequence do

(a) The location map (Lmp) is generated by marking the embed-
ding locations with the corresponding watermark bit.

(b) for each frame in a GOP do

i. The Zc is reverse motion compensated to generate the
map for that frame with motion compensated locations.

ii. The watermark is embedded in the DC coefficient of
the selected 4×4 blocks using the location map obtained
in Step 6(b)i for each frame of left eye video VL using
Eq. 3.2 to generate the watermarked left eye video WV L.

7. Like the left eye video, repeat from step 1 to step 4 for right eye
video to generate the watermarked right eye video WV R.

8. return (WV L,WV R)
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Figure 3.7: Watermark extraction model (left eye video)

Spreading of Extraction Map to GOP

In this proposed work, communication of the location map is not required as the

location map is generated once again in the decoding side. Also, after attack or

compression, location the independent view part (Z-axis) of the 3D video remains

static (as the depth is remained untouched). So the generation of the location

map is very similar to the encoding side. The reverse motion compensation is

done according to the Eq. 3.3

mpw (i+1) = mpw i←mv (3.3)

where mv denotes the motion vector between ith → (i+ 1)th frame.
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Extraction of the Watermark Map from Video

After getting the embedded 4×4 block, block wise DCT is done over the 4×4

blocks and the DC coefficients of two blocks, C ′1 and C ′2 are used according to

the extraction map mpw to extract the watermark bit using the Eq. 3.4

mpw i = 1 if C ′1i > C ′2i
mpw i = −1 if C ′1i < C ′2i
mpw i = 0 if C ′1i = C ′2i

 (3.4)

where mpw i denotes the watermark bit in the ith location.

Accumulate Watermark Map to Generate Watermark

The extracted watermarked map is motion compensated and according to the

GOP and added with the previous map to obtain the final map using Eq. 3.5

mpw i = mpw i +mpw (i+1)←mv (3.5)

where mpw (i+1)←mv is the motion compensated map of the (i+ 1)th frame to ith

frame using the motion vector mv between ith → (i+ 1)th .

After the scheme runs recursively over the GOP, the final watermark map

Wmf is generated. The final map is used to generate the part of the watermark

(similar to the partitioning is done using the embedding capacity in §3.1.2.1)

using Eq. 3.6
W ′
i = 1 if Wmf

i > 0

W ′
i = 0 if Wmf

i < 0

}
(3.6)

where W ′ denoted the extracted watermark. Using the embedding capacity, the

watermark parts are joined and the final watermark W ′ is extracted.

For authentication of the extracted watermark from the left video W ′
l and

the right video W ′
r, Hamming distance is used as described in §2.6.2 Eq. 2.10 for

comparison with the original watermark W . Here HL and HR are the hamming

distance of the extracted watermark from the left and the right view video.

The overall watermark extraction scheme is narrated in Algorithm. 4 and

Fig. 3.7 depicts a sample block diagram for the watermark extraction scheme

from the left eye video. The similar approach is used for the right eye video.
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Algorithm 2: Watermark Extraction (WV L,WV R, DL, DR,MV )

Input: WV L: Left eye watermarked video, WV R: Right eye watermarked
video, DL: Left eye video depth, DR: Right eye video depth, and
MV : Motion vector

Output: W ′
l :Extracted left eye video Watermark, W ′

r:Extracted right
eye video Watermark

begin

1. The Z-axis for the left watermarked video is generated using the
left watermarked video WV L, right watermarked video WV R and
the depth of the right video DR.

2. According to the GOP size, the connected component (Zc) is ex-
tracted using the motion vector MV , as described in Section 3.1.2.1.

3. According to the embedding policy that two 4×4 blocks are used
to extract a single watermark bit, the embedding capacity (Ec) for
each GOP is calculated.

4. for each GOP in video sequence do

(a) Watermark location map (mpw) is generated by marking the
extraction location of the block to collect the corresponding
watermark bit.

(b) for each frame in GOP do

i. The Zc is reverse motion compensated to generate the
extraction map for that frame with motion compensated
location.

ii. Extract the watermark using the motion compensated
map using the Eq. 3.4.

(c) Accumulate the extracted watermark mpw by motion com-
pensation for each GOP using Eq. 3.5.

(d) Generate the watermark for left eye using Eq. 3.6

5. According to the embedding capacity (Ec), the watermark for the
left eye video (W ′

l ) is reconstructed by combining the bits extracted
from the successive GOPs.

6. Like the left eye video, repeat from step 1 to step 5 for right eye
video to extract the watermark from the right eye video W ′

r.

7. return (W ′
l ,W

′
r)
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3.1.3 Experimental Results

For experimentation, the proposed scheme is tested over standard 3D video se-

quences (such as Balloons, Champagne tower, Kendo, MicroWorld, Shark, etc.)

as explained in §2.1 with different camera views. A 64×64 image is used to gener-

ate the watermark signal for embedding. The visual quality of the watermarked

video is evaluated using the PSNR, and Flicker metric (as explained in §2.6).

Here, the bit increase rate (BIR) implies the increment of bit rate due to water-

mark embedding. Hamming distance between the extracted watermark and the

original watermark is used to measure the robustness of the proposed scheme.

For experiment purpose, view 2 & 4 are taken as the left and the right view of

the video dataset (refer to § 2.7) with a GOP of 8 frames for embedding purpose

as in the 3D-HEVC encoder.

3.1.3.1 Visual Quality Measurement

To measure the watermarked video quality, visual quality and the BIR of the

proposed scheme has been compared with the related existing scheme proposed

by Lee et al. [65]. The Lee’s scheme has been implemented with 2 views 3D

scheme instead 3 views 3D scheme. For Balloons and Shark video, the comparison

of PSNR and Flicker Metric are depicted in Fig. 3.8 to 3.11 respectively and

the comparison of BIRs with respect to the 3D-HEVC encoder are depicted in

Fig. 3.12 and 3.13.

The average PSNR, Flicker metric, and BIR comparison of the proposed

scheme with existing Lee’s scheme [65] for the video sequence (refer to § 2.7)

are depicted in Table 3.1.

Table 3.1: Comparison of average PSNR, Flicker metric and BIR (of compressed
video) of proposed scheme with existing scheme [65]

PSNR Flicker metric
BIR (%)

Overall I frame BFrame P Frame
Proposed Scheme 49.326 0.0072 1.933 1.216 1.993 3.297

Lee’s scheme 44.965 0.1288 5.903 2.100 6.225 9.750
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Figure 3.8: PSNR comparison of the proposed scheme with Lee’s scheme [65] for
Balloons video
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Figure 3.9: PSNR comparison of the proposed scheme with Lee’s scheme [65] for
Shark video

The results show that the proposed scheme gives better visual quality as well

as less bit increase than Lee’s scheme [65]for encoded video.

3.1.3.2 Robustness Analysis

To evaluate the robustness of the proposed scheme against 3D-HEVC compres-

sion, Hamming distance between original and extracted watermark is calculated.

At the time of watermarking, the watermark bits are embedded in both left and
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Figure 3.10: Flicker Metric comparison of the proposed scheme with Lee’s scheme
[65] for Balloons video (up to 100 frames)
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Figure 3.11: Flicker Metric comparison of the proposed scheme with Lee’s scheme
[65] for Shark video (up to 100 frames)

right views of the frame. So, for evaluating the robustness, watermark from both

the views are extracted and compared with the original watermark. The compari-

son of the average hamming distance of extracted watermark from Balloons video

& Shark video and average hamming distance of the extracted watermark from

the video sequences are tabulated in Table 3.2 and the average hamming distance

between extracted and original watermark for different QP values is tabulated in

Table 3.3.
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Figure 3.12: BIR comparison of of the proposed scheme with Lee’s scheme [65] for
Balloons video
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Figure 3.13: BIR comparison of the proposed scheme with Lee’s scheme [65] for
Shark video

From the comparison result presented in Tables 3.2, it can be observed that

the proposed scheme shows relatively better robustness than Lee’s scheme [65]

for left and right views of video sequences against 3D-HEVC compression.

From Tables 3.3, it is observed that robustness of the proposed scheme (ham-

ming distance between original and extracted watermark) performs decently for

different QP vales of 3D-HEVC compression.
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Table 3.2: Comparison of average hamming distance of extracted watermark from
Balloons video

Video View
Lee’s Proposed

Scheme Scheme

Balloons
Left video

0.3846 0.1253
(view=2)

video
Right video

0.3696 0.1024
(view=4)

Shark
Left video

0.4236 0.0826
(view=2)

video
Right video

0.3983 0.0787
(view=4)

Average

Left video
0.3902 0.0981

(view=2)
Right video

0.3752 0.0920
(view=4)

Table 3.3: Average Hamming distance of extracted watermark for different QP level
of the proposed scheme

Video
QP for Hamming Distance

encoding Left video Right video
24 0.0424 0.0384

Balloons
28 0.0623 0.0549

video
32 0.0988 0.0820
35 0.1253 0.1024
40 0.1976 0.1653
24 0.0312 0.0277

Shark
28 0.0488 0.0428

video
32 0.0686 0.0651
35 0.0826 0.0787
40 0.1319 0.1238
24 0.0373 0.0342
28 0.0543 0.0494

Average 32 0.0758 0.0746
35 0.0981 0.0920
40 0.1513 0.1471
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3.1.4 Discussion

In this work, watermark is embedded in the Z-axis (independent regions) of the

left and the right view. As the independent regions of the left and the right

views remained independent in time of MVD based compression (say 3D-HEVC

encoder), the embedding scheme shows decent robustness against the rendering

precess occur in time of video compression. Using the block DCT coefficients of

the temporal filtered Z-axis as embedding coefficients improves the sustainabil-

ity against the motion estimation and against re-compression with the different

compression quality. Proper coefficient selection method improves the robustness

as well as the visual quality of the proposed scheme over the existing literature.

It has been observed that the independent regions of the left and the right

views are partially present in the intermediate synthesis views [6,9,14], so it may

not sustain against the synthesis view attack. To improve the robustness against

view synthesis process, another watermarking scheme is proposed in the next

section.

3.2 Watermarking for MVD Representation against

3D-HEVC Compression and View Synthesis

Attack

The 3D depth vision for the human perception is generated by merging two

or more than two camera views (corresponding to the left eye and right eye

views). Hoffman et al. [7] have shown that the common pixels move horizontally

with common left and right views respectively. This makes a common region,

called dependent view and an uncommon region, called independent view, for the

left and right views. To achieve higher compression efficiency, few intermediate

views are synthesized in the DIBR technique. One of the main challenge of 3D

video watermarking is to secure not only both left and right views but these

synthesized views also. In the existing 3D watermarking schemes, watermark is
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inserted either in both the views [65, 100] or in the synthesized center view [76].

In DIBR technique, it is observed that only one full view (left or right having

both dependent and independent parts) along with independent part of other

view(s) are communicated to the receiver side. So the watermark embedded in

the other views (where only independent parts are encoded) may not be properly

extracted. Moreover, in case of MVD based encoding, the view synthesis process

using depth (say view synthesis attack) itself may destroy the watermark. In that

case, a compromised receiver can generate a synthesized view from watermarked

left and right views. Thus the existing 3D watermarking scheme is not very

suitable for handling the DIBR technique used in MVD based encoding.

In this phase of work, the main challenge is to insert the watermark in such

locations of the video sequences, so that the watermark can be extracted from

the embedded views as well as the other synthesis views. In the previous section

(§3.1), the independent region based watermarking scheme using Z-axis is pro-

posed where the watermark is embedded on the independent part of the left and

right view for a video frame to sustain against 3D-HEVC encoding. The main

motivation for using Z-axis based scheme is that the independent view is mutu-

ally exclusive and the watermark region could not be colluded. But due to the

partial presence of the independent view in the synthesized view, the watermark-

ing scheme could not resist the synthesis view attack using the DIBR technique.

Moreover, the independent regions of the left and the right views occur either

in the left view or the right view [14]. So tampering of the independent regions

does not make visual degradation with respect to HVS [3]. So, the watermark

can be easily be destroyed by tampering the independent region of the 3D video

sequences.

There are few relevant observations that can be made from the above discus-

sion, firstly, most of the existing schemes as discussed in the literature (refer to

§1.3)are not resilient to DIBR based encoding and view synthesis process. Sec-

ondly, although independent view based embedding is not visually perceptible

due to parallax display [3], the embedding can easily be destroyed by modifying
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this region. Thirdly, with the availability of the depth information at the receiver,

it is possible to regenerate the other views from a single view which may be a

serious threat to the view based watermarking. Finally, since there is a strong

similarity between different views of a frame, generation of watermarks for dif-

ferent views should be homogeneous to resist the collusion attack. Taking these

facts into consideration, in this work, a 3D blind video watermarking scheme is

proposed which embeds the watermark in the synthesized center view to resist

the synthesis view attack. The challenge of the proposed scheme is to protect

the left and right views which are generated from the center view by a reverse

synthesis process and to handle the temporal de-synchronization due to motion

in the successive frames. To achieve this, motion compensated temporal filter-

ing is applied on center views of the successive video frames and DT-DWT [89]

coefficients of the low pass center view are modified for watermark embedding.

In this scheme, block-wise approximate shift invariant DT-DWT [89] is used to

make the watermark robust against the DIBR technique. A comprehensive set

of experiments is carried out to justify the applicability of the proposed scheme

over the existing literature. The rest of the work is organized as follows. In

§3.2.1, proposed watermarking scheme is presented. The experimental results are

presented in the §3.2.2.

3.2.1 Proposed Scheme

In the proposed scheme, watermark is embedded in the synthesized center view

which is obtained by rendering the left and right views using DIBR. After em-

bedding, the watermarked center view is inverse rendered to get watermarked

version of the left and right views which are being communicated to the receiver

side. So the primary goal of this work is to embed the watermark in center view

in such a way that the watermark propagates to left and right views during in-

verse rendering process. An efficient block selection strategy has been employed

to meet this requirement. Moreover, DT-DWT coefficients of a selected block
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are used for embedding to make the scheme invariant to the inverse rendering

process. The details of block and coefficient selection processes are discussed in

the successive subsections. It is observed in that most of the existing 3D water-

marking schemes [57,63,64,66–74] did not consider the motion along the temporal

axis which may produce temporal flickering due to embedding. To reduce this

temporal artifacts, the motion compensated temporal filtering has been employed

on successive center views in a GOP and a low pass version is chosen for embed-

ding. In the proposed scheme, since the dependent portion of both left and right

views are watermarked with homogeneous watermark (generated from same cen-

ter view), the type II collusion attack can also be resisted. In this section, first,

an embedding zone selection process of the proposed scheme is given. Watermark

embedding and extraction process are presented in subsequent subsections.

3.2.1.1 Embedding Zone Selection

In the proposed scheme, a GOP of a cover 3D video sequence is taken for water-

marking. Firstly, left and right views for each frame of a 3D video are identified

and a center view corresponding to each frame has been generated. Then all the

center views for the GOP are subjected to motion compensated temporal filtering

as discussed in [86] to get the low pass version of such views. In this work, using

DCT based motion compensated temporal filtering (MCDCT-TF) (refer to §2.1)

where k × 1 (where k is the number of frames in a GOP) temporal DCT is used

to extract 1 low pass frame from GOP of k frames.

Block Partitioning:

The low pass center view obtained from the MCDCT-TF is partitioned into non

overlapping blocks of size M ×N . It is observed that the disparity between left

and right views is approximately around the 200 pixels for the natural 3D video

frames. It implies that the disparity between center view and any of the left or

right view will be around 100 pixels (half of the disparity between left and right).

To assure the retaining of the watermarkable coefficients in the reverse rendering

process, the block width of the center view for embedding should be more than
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100 pixels (the disparity between center view and any of the left or right view).

Keeping this fact in mind, the block size of the center view for embedding is taken

as 16× 256. The blocks of the low pass version of the center view are subjected

to 2D dual tree discrete wavelet transformation (DT-DWT) which is discussed in

the next subsection.

2D Dual Tree Discrete Wavelet Transform (DT-DWT):

As it is observed in the literature that the dual tree complex wavelet transfor-

mation (DT-CWT) or its real counter part (DT-DWT) are approximately shift-

invariant [89] and can be used to handle the disparity occurred due to rendering

the left or right views from the center view [76]. It is also observed that the

PSNR between of center view with left or right view for H1, H2, H5, H6 coef-

ficients are higher than that of H3, H4 coefficients where H1, H2, H3, H4, H5,

H6 are representing the coefficients having orientation angle 15◦, 45◦, 75◦, −75◦,

−45◦, −15◦ respectively for 2D-DT-DWT transformation. It is observed in the

experimentation that the absolute difference between H1 and H2 and that of H5

and H6 are generally very less (approximately 5% of each other). Additionally,

absolute difference between | 1
n

∑
n

(H1 −H6)| and | 1
n

∑
n

(H2 −H5)| is negligibly

small (almost close to zero).

3.2.1.2 Watermark Embedding

To embed the binary watermark sequence (W ), the 3rd level 2D DT-DWT coef-

ficients (say H3
1 , H3

2 , H3
5 , H3

6 ) are used. Let H3
1 − H3

2 and H3
6 − H3

5 are taken

as ζ1 and ζ2. In this embedding process, if watermark bit is “0”, then
∑
n

|ζ1|

should be greater than
∑
n

|ζ2| by atleast τ value and if the watermark bit is “1”,

then
∑
n

|ζ1| should be less than
∑
n

|ζ2| by atleast τ value where τ is a threshold

and is defined as (
∑
n

|ζ1| +
∑
n

|ζ2|) ∗ α. In case, if watermark bit is “0” but the

corresponding embedding rule (
∑
n

|ζ1| −
∑
n

|ζ2| ≥ τ) does not hold, the coeffi-

cient H3
2 , H3

5 are modified to meet the requirement. Similar measure is taken for

embedding bit “1”. The watermark embedding process is described by the Eq. 3.7
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if Wi == 0
if
∑
n

|ζ1| −
∑
n

|ζ2| ≥ τ then no change;

else
H3

2n = H3
2n − (H3

1n −H
3
2n).(α + κ)

H3
5n = H3

5n + (H3
6n −H

3
5n).(α + κ)

else
if
∑
n

|ζ2| −
∑
n

|ζ1| ≥ τ then no change;

else
H3

2n = H3
2n + (H3

1n −H
3
2n).(α + κ)

H3
5n = H3

5n − (H3
6n −H

3
5n).(α + κ)



(3.7)

where α is the robustness threshold, and κ is defined as

∑
n
|ζ1|−

∑
n
|ζ2|∑

n
|ζ1|+

∑
n
|ζ2| . From exper-

imental observations, the value of α is taken as 0.02.

Figure 3.14: Watermark embedding model

The watermarked coefficients are subjected to 3rd level of 2D inverse dual tree

DWT (IDT-DWT) and subsequently to the inverse MCDCT-TF to generate the
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Algorithm 3: Watermark Embedding (VL, VR, DL, DR, α,W )

Input: VL: Left eye video, VR: Right eye video, DL: Left eye video
depth, DR: Right eye video depth, α: Watermark strength,
and W : Watermark bit stream

Output: WV L:Watermarked left eye video, WV R:Watermarked right
eye video

begin

1. The center view video is synthesized using the left video VL, left
eye video depth DL, right video VR and the right eye video depth
DR.

2. According to the GOP size, the center view video frames are
motion compensated to a single frame using the motion vector.

3. A temporal DCT is done over the motion compensated frame
and low-pass frame is generated.

4. Partition the low-pass temporal filtered frame in to non overlap-
ping M ×N blocks as described in Sec. 3.2.1.1.

5. for each Block do

(a) Apply 3rd level of 2D DT-DWT and select the coefficients
of 15◦, 45◦, 75◦, −75◦, −45◦, −15◦ orientation angle (H3

1 ,
H3

2 , H3
5 , H3

6 ).

(b) Embed the watermark with H3
1 , H3

2 , H3
5 , H3

6 using the
Eq. 3.7

(c) Apply 3rd level of inverse 2D DT-DWT to generate the
temporal low-pass filtered watermarked frame

6. Apply inverse temporal DCT and inverse motion compensation
to generate the watermarked center view.

7. Using DIBR technique, the left and right views are inverse ren-
dered from the watermarked center view and they are used to
replace the dependent part to generate the watermarked left and
right video WV L, WV R.

8. return (WV L, WV R)
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watermarked center view for the video frame. These watermarked center view

is inverse rendered to generate the dependent portion of the left and right view

and merged to finally generate the watermarked views. The overall embedding

process is narrated in Alg. 3 and the overall block diagram is depicted in Fig. 3.14

.

3.2.1.3 Watermark Extraction

As a view invariant watermarking, the watermark can be extracted from any

views for a frame (left, right or any other synthesized views) in the proposed

scheme. The watermark extraction process is almost reverse as of the embedding

process. The 3rd level 2D DT-DWT is carried out over the motion compensated

temporal filtered blocks of the video frames (any view). Let H ′31 , H ′32 , H ′35 , H ′36

are the filtered high frequency watermarked coefficients of orientation angle 15◦,

45◦, −45◦, −15◦ and let H ′31 − H ′32 and H ′36 − H ′35 are taken as ζ ′1 and ζ ′2. The

watermark is extracted using ζ ′1 and ζ ′2 as described in Eq. 3.8.

if
∑
n

|ζ ′1| >
∑
n

|ζ ′2| then

W ′
i = 0

else
W ′
i = 1

 (3.8)

where W ′ is the extracted watermark. For authentication of the extracted wa-

termark from the 3D video W ′, Hamming distance is used as described in §2.6.2

Eq. 2.10 to compare with the original watermark W . Here H is the hamming

distance of the extracted watermark from the video sequence. The overall water-

mark extraction process is narrated in Algo. 4 and the overall block diagram is

depicted in Fig. 3.15.

3.2.2 Experiment Results

For the experimental purpose, the proposed scheme is tested over a set of standard

3D video sequences (as esplained in §2.7) with distinctive camera views. The

experiment results of the proposed scheme is compared with the Lee’s scheme [65]
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Algorithm 4: Watermark Extraction (Wv)

Input: Wv: Watermarked video
Output: W ′:Extracted Watermark
begin

1. According to the GOP size, the video frames of watermarked
video (VW ) are motion compensated to a single frame using the
motion vector.

2. A temporal DCT is done over the motion compensated frame
and low-pass frame is extracted.

3. Partition the low-pass temporal filtered frame in to non overlap-
ping M ×N blocks as described in Sec. 3.2.1.1.

4. for each Block do

(a) Apply 3rd level of 2D DT-DWT and select the coefficients
of 15◦, 45◦, 75◦, −75◦, −45◦, −15◦ orientation angle (H3

1 ,
H3

2 , H3
5 , H3

6 ).

(b) Extract the watermark W ′ by comparing H3
1 , H3

2 , H3
5 , H3

6

using the Eq. 3.8

5. return (W ′)

Figure 3.15: Watermark extraction model

and previous scheme (§3.1) say Rana’s scheme [100] as these two schemes are most

recent watermarking scheme for DIBR based 3D video sequence.
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3.2.2.1 Visual Quality

To evaluate the visual quality of the proposed scheme, PSNR, SSIM and VIFp are

measured. The comparison results for proposed scheme with Lee’s scheme [65]

and Rana’s scheme [100] are tabulated in Table 4.5 for these visual quality mea-

sures. From Table 3.4, it is observed that the proposed scheme gives almost

comparable result for the PSNR, SSIM and VIFp against the Lee’s scheme [65].

It shows a bit inferior results against Rana’s scheme [100] as only independent

part of the left or right view is alter in the Rana’s scheme [100].

Table 3.4: Average PSNR, SSIM, VIFp comparison result of the proposed scheme with
Lee’s scheme [65] and Rana’s [100]

Average Average Average
PSNR SSIM VIFp

Proposed
Balloons 45.12 0.9980 0.9896

scheme
Shark 45.22 0.9984 0.9899

Average 44.87 0.9907 0.9846

Lee’s
Balloons 45.35 0.9978 0.9882

scheme
Shark 44.24 0.9973 0.9861

Average 44.97 0.9884 0.9812

Rana’s
Balloons 49.55 0.9985 0.9912

scheme
Shark 52.14 0.9982 0.9904

Average 49.33 0.9981 0.9894

3.2.2.2 Robustness

The robustness of the proposed scheme is evaluated against 3D-HEVC compres-

sion by measuring the hamming distance between original and extracted wa-

termark. To show the robustness against synthesis view attack, watermark is

extracted from intermediate synthesis view generated by left and right view. For

experimental purpose, camera view 2 and 4 is taken as left and the right view.

Camera view 2 and 4 are used to generate the synthesis camera view 2.5, 3, 3.5

video sequence using DIBR technique. Table 3.5 tabulates the comparison result

of the proposed scheme with Lee’s scheme [65] and Rana’s scheme [100] for video
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sequences of camera view 2, 2.5, 3, 3.5, 4.

Table 3.5: Hamming distance comparison result of the proposed scheme with Lee’s
scheme [65] and Rana’s [100] for video sequences

Video
View Proposed Lee’s Rana’s

number scheme scheme scheme
2 0.1811 0.3846 0.1253

Balloons 4 0.1781 0.3696 0.1024
3 0.0926 0.6612 0.6011

video 2.5 0.1304 0.4805 0.5126
3.5 0.1253 0.4712 0.5211
2 0.1755 0.4236 0.0825

Shark 4 0.1719 0.3983 0.0787
3 0.0892 0.5824 0.5686

Video 2.5 0.1223 0.5102 0.5482
3.5 0.1205 0.4996 0.4562
2 0.1783 0.3902 0.0981
4 0.1744 0.3752 0.0920

Average 3 0.0911 0.5940 0.5263
2.5 0.1283 0.5207 0.5374
3.5 0.1237 0.4836 0.4829

It is observed from the Table 3.5 that proposed scheme outperforms other two

schemes, Lee’s scheme [65] and Rana’s scheme [100], for synthesized views (i.e. for

3, 2.5 and 3.5). It gives a bit inferior results than the Rana’s scheme [100] when

extracting from original embedded views (i.e. 2 and 4 views) but outperforms

the Lee’s scheme [65].

Table 3.6: Average hamming distance comparison result of left ans right view of the
proposed scheme with Lee’s scheme [65] and Rana’s scheme [100] after collusion attack
using DIBR technique

Video
Proposed Lee’s Rana’s
scheme scheme scheme

Balloons 0.1961 0.4216 0.4141
Shark 0.1902 0.4656 0.3988

Average 0.1947 0.4387 0.4030

To test the robustness of the proposed scheme against collusion attack, the
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left (and the right) view video is rendered to right (and left) view video and

colluded with the right (and the left) eye video. The extracted watermark from

the colluded video is depicted in Table 3.6. It is observed that the proposed

scheme performs better against collusion attack than Lee’s scheme [65] and Rana’s

scheme [100] because the watermark in the dependent view will create co-located

regions for the left and right view.

3.2.3 Discussion

In this work, watermark is embedded in the motion compensated center view

part of the left and the right view video. As the dependent regions of the left and

the right views are available in the center view and also common for both the

views, the robustness of the embedding scheme is increased against MVD based

compression (say 3D-HEVC encoder). Using of the shift invariant coefficients

of the DT-DWT and selection of proper block size improves the sustainability

against the synthesis view attack.

3.3 Summary

In this chapter, two 3D video watermarking schemes have been proposed against

MVD based compression. In the first work, a Z-axis based 3D video watermark-

ing scheme has been proposed which can resist the 3D-HEVC compression (and

quantization) attack. To increase the robustness of the scheme, the block DCT

coefficients of the temporal filtered Z-axis are used for embedding the watermark.

A set of experiments has been carried out for different video sequences to justify

the applicability of the proposed scheme over the recent existing schemes. For ex-

perimental purpose, all the parameters have been set according to the 3D-HEVC

compression.

In the second phase of this chapter, an improvement of the prior scheme has

been done by proposing a shift invariant DT-DWT based watermarking scheme

to resist the synthesis view and DIBR based rendering process. Motion com-
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pensated temporal filtering is used over the synthesized center view to make the

scheme robust against 3D-HEVC compression attack. To improve the robustness

3rd level 2D DT-DWT has been used for watermark embedding and specific co-

efficients have been selected to make the scheme DIBR invariant and collusion

attack invariant. The experiment results demonstrate the applicability of the

proposed scheme over the existing methods. In the next chapter, the issues for

securing the depth of the image and the image and video sequences has been

considered.
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Chapter 4
Watermarking in Depth Information of
3D Image and Video Sequences against
Depth Attack

The advancement in network technology and the wide availability of the cheaper

display devices make the 3D media more attractive due to its immersive ex-

perience. Due to the very nature of the digital media, it is easy to copy and

redistribute the media content. Watermarking is being regarded as an efficient

DRM (digital right management) tool for media transmission. Although, quite a

few works have been reported on the image or video watermarking, very less at-

tention has been paid on 3D image video watermarking until recently as discussed

in §1.3.

In the 3D vision, the depth impression is created for human viewing by com-

bining the left and the right views, where the common pixels in both the views

are horizontally shifted from the left to right respectively [7]. Recently, the depth

based 3D image and video representation [1,2,13,14] becomes popular due to its

compression efficiency and is popularly known as DIBR-3D and Multi-view video

plus depth (MVD)(refer to §1.1). In this DIBR-3D representation, depth map

is used to generate the 3D view (say left view and the right view) at the user

end from the center view while the same is generated from the dependent and
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the independent view information for MVD representation using the depth image

based rendering (DIBR) technique. In this kind of 3D virtualization, a visual

discomfort, called vertical and horizontal parallax [3] can be occurred in time of

viewing the 3D images and video. By analysing this characteristics of 3D viewing,

it is observed that small distortion in the viewing plane may not be sensitive to

the human visual system (HVS). In this scenario, unsecured depth parameter

can be used to generate more distorted and illegitimate synthesized left and right

views which may make the recent 3D image and video watermarking schemes

vulnerable against different attacks [41–57,57–74].

For securing the depth of 3D video sequence, Guan et al. proposed a blind

multiple watermarking scheme for DIBR-3D representation [79], where only the

depth region is watermarked to secure the original image with depth using quan-

tized index modulation embedding policy. However as, depth is relatively less

important part than the original image, different smoothing attack can be used

to destroy the watermarking scheme. Also, object based smoothing can be used

to remove the watermark from the depth of a 3D image [78]. Moreover, the ob-

ject based embedding location does not support the DIBR based view synthesis

process. So the robustness of the scheme [79] may reduce with the increasing of

the baseline distance.

Since in MVD based video representation, separate watermark having embed-

ded for the left and the right video, the embedded watermark can be estimated

by collusion like attacks (as discussed in §1.3). Moreover, the image based wa-

termarking scheme is not sustainable against 3D-HEVC compression due to not

considering the motion component in time of embedding. So, an improved ver-

sion is proposed for MVD based video sequence to resist 3D video compression

as well as view synthesis attack. These two works are described in details in the

following sections.

68



4.1 Watermarking in DIBR-3D based Image Depth against View
Synthesis Attack

4.1 Watermarking in DIBR-3D based Image Depth

against View Synthesis Attack

In this module of the work, the main challenge is to secure the depth of the 3D

image in the DIBR-3D representation. It is observed by analysing the depth of

the 3D image (refer to §1.1) that the depth map can be viewed as an image hav-

ing relatively less high frequency components. So, large depth modification may

create object discontinuity in the view plane after creation of 3D using DIBR tech-

nique which results visual discomfort [3]. To reduce the visual degradation with

respect to the human eye, in the proposed scheme (in §4.1.1), foreground objects

(generally inviting higher attention of human eyes) are excluded from the embed-

ding zone. Additionally, the scale invariant feature transform (SIFT) locations

are used for watermarking to make the scheme view invariant. A comprehensive

set of experiments are carried out (in the §4.1.2) to justify the applicability of

the proposed scheme over the existing literature.

4.1.1 Proposed Scheme

In this scheme, the watermark is embedded in the depth map (image) of the

center view image. Eventually, the depth map is required in the receiver side

to render the left and the right view. So, change in depth map may change

the object position in the Z-axis (say in the depth plane) which creates visual

discomfort [3]. Thus, one of the main challenges of this scheme is to insert the

watermark in such a way that the modified depth parameter does not make any

visual discomfort with respect to the human visual system (HVS). It is important

to find such embeddable locations which are less sensitive to HVS. Also, it is

observed that foreground object locations are in general more sensitive to human

vision [7,87]. So avoiding of the foreground object regions for embedding locations

may achieve the desire visual quality. A foreground object detection method is

explained in the next section. Using the less sensitive regions, the scale invariant

feature transform (SIFT) is used to find a suitable embedding coefficients for
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view invariant watermarking. The watermark embedding & extraction schemes

are described in the subsequent subsections.

4.1.1.1 Detection of Background and Foreground Objects

In the HVS, the foreground object is, in general, more sensitive than the back-

ground object. To detect the foreground object (or to extract the background

scene), Semantic Image Segmentation (as explained in §2.2) is used to extract

the foreground [87]. Fig. 4.1(b) shows the foreground object segmentation for

Fig. 4.1(a) and Fig. 4.1(c) shows the background and the foreground region sep-

aration for the given image. Fig. 4.1(e) represents the background regions after

removal of the foreground objects from the center view depth image Fig. 4.1(d).

(a) Original Image (b) Foreground object
detection

(c) Background and
foreground detection

(d) Depth image

(e) Depth without
foreground

Figure 4.1: Background of depth image detected using the main view image (kendo
video frame)

It is observed in the Fig. 4.1(e) that there are some locations near to the

camera (the floor) are not detected as foreground because those regions are not

sensitive to the human vision (or say less salient regions). So embedding of

watermark with those regions in the depth image will not effect the visual quality

of the image subsequently.
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4.1.1.2 SIFT based coefficient selection

To make the scheme invariant to the view synthesis process, embedding zone

selection is carried out based on the scale invariant feature transform (SIFT)

feature points. In this scheme, SIFT locations of the original image is used for

embedding the watermark in the depth image. After view synthesis process,

some embedding locations may be missing due to the hole filling process [9]. So

a coefficient partitioning is implemented on the basis of the scale feature (say

σ) of the SIFT. Here the SIFT coefficients are grouped with separation gap

(say δ) from 2 to 10 of the scaling features (as the strong features are available

in those locations [81]). In constant separation gap among the scaling features,

the distribution of SIFT feature points in each groups goes decreasing with the

increasing of the σ. So the δ is calculated using an relative polynomial function

to make a better distribution of SIFT coefficients in each group. The separation

(δ) is calculated using the following Eq. 4.1.

δi = σ2
i γ (4.1)

where σi is the starting value of the ith group and γ is the grouping threshold. So

the value of σi+1 is (σi + δi). The distribution of SIFT points in group of scaling

feature value are depicted in Fig. 4.2.
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Figure 4.2: Distribution of SIFT feature points in each group
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Here each group locations are used for insertion of a single watermark bit.

As the scaling feature points are invariant to DIBR, the locations of the feature

points in synthesis view will identify the same at pixel locations as the original

center image. Embedding of watermark with the depth in locations of the feature

points will make the scheme invariant to DIBR view synthesis process.

4.1.1.3 Watermark Embedding

The selected portion of the depth image after analysing the SIFT features and

foreground subtraction of the original image, is partition in to n×n blocks (here

we set n=8). For experimental purpose, the value of n is taken as 8 to increase the

robustness by using more coefficients for a single watermark bit insertion and each

block starting position indicates the SIFT point location. A binary watermark bit

sequence (W) is used for watermarking purpose where a single bit is embedded

with the such 8×8 blocks of each group. For embedding of the watermark, depth

values are altered and each group is used to insert a single watermark bit. It is

observed that, Depth is a very smooth region with less variation with the near

bound pixels. As a result, the variation of coefficients in each 8×8 block are very

less as shown in Fig. 4.3.
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Figure 4.3: Histogram of the depth block coefficients in first group for kendo video
frame (a,b,c,d,e and f define the different blocks)

Also, depth is used to generate the left and the right views of the 3D image

72



4.1 Watermarking in DIBR-3D based Image Depth against View
Synthesis Attack

using the Eq 4.2

[ILn , IRn ] = ICn + dispT
DICn

255
(4.2)

where disp is the disparity, DIC is the depth value of the center view image IC

for the location n and IL & IR are the corresponding shifted locations for the left

and the right view respectively. T is the baseline distance between the reference

view to the synthesis view. To synthesis the left and the right view from the

center view the value of T is taken to ±0.5 (where +.5 for left view and −.5 for

the right view).

So, change of single bit in depth, makes very less degradation in the original

views by using Eq. 4.2. It is experimentally observed that making perturbation

of a single bit change of each coefficients in the depth image pixels, does not

make any perceptible changes in the 3D vision with respect to HVS. In this

watermarking scheme, all coefficient values of the depth blocks are changed to

even or odd by using the embedding rule as depicted in Eq. 4.3

if W == 0
mod(Ci, 2) = 0;

else
mod(Ci, 2) = 1;

 (4.3)

where W is the watermark bit and C defines all the coefficients of ith block. The

bean values are altered for embedding the watermark as depicted in Eq. 4.4

C ′ji = Cji −mod((Cji +Wk), 2) (4.4)

where Cji and C ′ji defines the jth coefficient of the ith block of the group k.

The overall embedding process is narrated in Algorithm. 5 and the block

diagram is depicted in Fig. 4.4.

4.1.1.4 Watermark Extraction

The watermark extraction scheme is the reverse procedure of the embedding

scheme. The foreground object removal and the block partitioning schemes are

same as the embedding scheme. Using of SIFT based coefficient selection (refer
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Algorithm 5: Watermark Embedding (I,D,W )

Input: I: Center view Image, D: Center view depth image, W : Wa-
termark

Output: WD: Watermarked Depth image
begin

1. Semantic Image Segmentation [87] is used on the center view
image I to extract the foreground.

2. The extracted foreground is removed from the depth image D
and generate background depth image Db (as described in Sec-
tion 4.1.1.1).

3. SIFT is used on the center view image I to find embedding loca-
tion.

4. Grouping is done using the SIFT points using Eq. 2.4.

5. Partitioned the background depth Db to n × n blocks on the
location of feature points where value of n is 8.

6. Using embedding rule (Eq. 4.3) insert the watermark (W ) with
the selected coefficients of depth image using Eq. 4.4.

7. return (WD)

Foreground 

extraction

Watermark 

embedding with the 

blocks of  
depth coefficients

Watermark

Center view 

Background 

depth selection

SIFT coefficient 

based grouping

Center depth 

Embedding block 

partitioning using 

selected SIFT 
coefficient

Watermarked
center depth 

Figure 4.4: Watermark embedding model
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to §4.1.1.2), identical coefficients are selected for watermark extraction as in the

embedding scheme. According to the embedding policy (refer to Eq. 4.3), the

watermark is extracted by comparing the majority of the all groups. From each

block of a group, watermark is extracted using the Eq. 4.5

if ‖mod(C ′i, 2) == 0‖ > ‖mod(C ′i, 2) == 1‖;
W ′
ik

= 0
else

W ′
ik

= 1

(4.5)

where W ′
i is the extracted watermark by comparing the maximum number coef-

ficients C ′ are even or odd from ith block of the group k and ‖mod(C ′i, 2) == x‖
defines the coefficient count having mod(C ′, 2) = x|x ∈ {0, 1}. For each group,

the final watermark is calculated by combining the watermark from each block

using the Eq. 4.6
if ‖W ′

i == 0‖ > ‖W ′
i == 1‖;

W ′
k = 0

else
W ′
k = 1

(4.6)

where W ′
k is the final extracted watermark by combining the obtained water-

mark W ′
i from the group k and ‖W ′

i == x‖ defines the coefficient count having

W ′ = x|x ∈ {0, 1}. For authentication of the extracted watermark W , Hamming

distance is used as described in §2.6.2 Eq. 2.10 for comparison with the original

watermark W .

The overall extraction process is narrated in Algorithm 6 and block diagram

is depicted in Fig. 4.5.

4.1.2 Results

In this proposed watermarking scheme, the watermark is embedded with the

depth image of the 3D image dataset of the Middlebury Stereo 2006 Datasets of

21 images [99] and the frames of 3D video sequences (such as Balloons, Cham-

pagne tower, Kendo, MicroWorld, Shark, etc.) as explained in §2.1 with different

camera views. As the scheme is view invariant, the watermark can be extracted
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Algorithm 6: Watermark Extraction (I,WD)

Input: I: Image, WD: Watermarked Depth image
Output: W ′:Extracted Watermark
begin

1. Semantic Image Segmentation is used on the center view image
I to extract the foreground.

2. The extracted foreground is removed from the watermarked
depth WD and generate watermarked background depth WDb (as
described in Section 4.1.1.1).

3. SIFT is used on the center view image I to find embedding loca-
tion.

4. Grouping is done using the SIFT points using Eq. 2.4.

5. Partitioned the selected watermarked background depth WDb to
n× n blocks on the location of feature points where value of n is
8.

6. Using embedding rule (Eq. 4.3) extract the group wise watermark
(W ′

k) with the selected coefficients using Eq. 4.5.

7. Count the group wise watermark (W ′
k) to generate the final ex-

tracted watermark (W ′) using Eq. 4.6.

8. return (W ′)

from the center view depth map as well as the synthesized depth map of the other

views.

4.1.2.1 Visual Quality

To evaluate the visual quality of the proposed scheme depth map image as well

as synthesized 3D are used. Peak Signal-to-Noise Ratio (PSNR), Structural Sim-

ilarity (SSIM) are measured to evaluate the depth image (refer to §2.6) and the

corresponding comparison results for proposed scheme with related depth water-

marking scheme proposed by Guan et al. [79] are tabulated in Table 4.1 for these
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Original Watermark
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Figure 4.5: Watermark extraction model

visual quality metrics. To compare the visual quality of the 3D image, center

Table 4.1: Average PSNR, SSIM comparison result of the proposed scheme with
Guan’s scheme [79] for depth

Average Average

PSNR SSIM

Proposed Image set 51.23 0.9984

scheme Video frame Set 50.46 0.9980

Guan’s Image set 42.48 0.9897

scheme Video frame set 41.23 0.9843

view is synthesized to left and the right view using the watermarked depth and

original depth for proposed scheme and Guan’s scheme [79]. Peak Signal-to-Noise

Ratio taking into account Contrast Sensitivity Function (PSNRHVS) and Multi

Scale Structural Similarity (MSSSIM)(refer to §2.6) metrics are used to check the

visual degradation due to watermark embedding with respect to the human vision

of the proposed scheme and the existing scheme [79] as tabulated in Table 4.2.

From Table 4.1 and 4.2, it is observed that the proposed scheme produces

better visual quality than Guan’s [65] with respect to depth map as well as

synthesized 3D image. Due to embedding of watermark in the imperceptible

regions with respect to the human vision, the proposed scheme gives better result

for PSNRHVS ans MSSSIM comparison.
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Table 4.2: Average PSNRHVS, SSIM comparison result of the proposed scheme with
Guan’s scheme [79] for synthesized left and right view

Average Average

PSNRHVS MSSSIM

Proposed Image set 52.13 0.9996

scheme Video frame Set 51.96 0.9994

Guan’s Image set 41.35 0.9848

scheme Video frame set 42.74 0.9923

4.1.2.2 Robustness

The robustness of the proposed scheme is evaluated against the JPEG compres-

sion of the depth image. Since depth image has very less variance, it can sustain

even a low quality JPEG compression. To justify the robustness against compres-

sion attack, watermark is extracted from JPEG quality =50. Also, different noise

addition attacks are implemented over the proposed and existing scheme [79] to

evaluate the robustness as shown in Table 4.3.

Table 4.3: Hamming distance comparison result of the proposed scheme with Guan’s
scheme [79] for image and video frame sequences against Compression and noise addi-
tion attack

Sequences
JPEG compression Gaussuan Noise Salt & Papper

quality = 50 variance= 100 density= 0.1

Proposed Image 0.011 0.0253 0.0331

scheme Video 0.017 0.0297 0.0486

Guan’s Image 0.1719 0.0953 0.159

scheme Video 0.1223 0.1021 0.148

It is observed from the Table 4.3 that the proposed scheme outperforms Guan’s

scheme [79] for JPEG compression (quality= 50) and image processing attacks

(say noise addition attacks with Gaussian noise of variance = 100 and salt &

pepper noise of density = 0.1).

To test the robustness of the proposed scheme against synthesized depth, the

depth rendered with different baseline distance rather than the the center view
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(where baseline distance is 0 refer to §1.1.2). As the left and the right view

refers with baseline distance +0.5 and -0.5 respectively, an intermediate baseline

can be represented as +0.25 and -0.25. The comparison result of the extracted

watermark is tabulated in Table 4.4.

Table 4.4: Average hamming distance comparison result of the proposed scheme with
Guan’s scheme [79] at different baseline distance for image and video frame sequences

Baseline Proposed Guan’s

distance scheme scheme

Image ±0.25 0.0487 0.2341

sequence ±0.5 0.1485 0.4843

Video frame ±0.25 0.0481 0.2913

sequence ±0.5 0.1501 0.5196

It is observed from the Table 4.4 that the proposed scheme outperforms the

existing scheme [79] for different synthesized depth at different baseline.

4.1.2.3 Discussion

In this work, foreground objects are excluded for watermark embedding as they

are more sensitive to the HVS. Embedding of watermark in the less sensitive

background locations makes the watermarking scheme imperceptible to the hu-

man visual system. It is experimentally observed that change of single bit in

depth does not degrade the 3D visual perception as shown in the MSSSIM and

the PSNRHVS of the constructed 3D. Since SIFT has been used to find the em-

bedding locations, the embedding locations remains spatial shift invariant due

to view synthesis process. In the embedding scheme, a single watermark bit is

embedded with a group of block sequences, which improve the robustness against

noise addition attack as depicted in Table 4.3.

The proposed scheme (in §4.1) can not be directly used for video sequence as it

may create some temporal noise. Moreover, the embedding policy is not suitable

for MVD [13] representation. So in next section (refer to 4.2), the same has

been extended by incorporation the motion compensation and the MVD based
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3D video characteristics in the time of embedding.

4.2 Watermarking in Video Depth Sequences

against Depth Modification and 3D-HEVC

Compression Attack

In this phase of work, the main challenge is to secure the depth of the 3D video

sequence in MVD representation against 3D-HEVC compression attack as well

as different depth based attack as explained in §2.5. In the previous section

(§4.1), a 3D image depth watermarking scheme is presented for the the DIBR-3D

representation. The main motivation was to make that scheme robust against

view synthesis attack and noise addition attacks on the depth map. To extend

the scheme for depth coefficients of the MVD based 3D-HEVC video compres-

sion., temporal noise needs to be reduced by categorising the motion component.

Moreover, the similar watermark should be embedded in the common regions (say

dependent view) of the left and the right views to improve the robustness against

collusion attack, and depth modification attack (by synthesizing the depth). To

achieve this, the center view (generated from the left and the right view) is used

to cover the dependent region of the left and the right view. Considering the video

compression environment, motion compensation temporal filtration is carried out

in the proposed scheme (in §4.2.1) to reduce temporal noise. To reduce the visual

degradation with respect to the human eye, foreground objects (generally invit-

ing the higher attention of human eyes) are excluded from the embedding zone.

Additionally, the SIFT (scale invariant feature transform) feature points are used

for watermarking to make the proposed scheme to sustain in different views. A

comprehensive set of experiments are carried out (in the §4.2.2) to justify the

applicability of the proposed scheme over the existing literature.
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4.2.1 Proposed Scheme

The main aim of this work is to add the watermark with depth map of the video

sequence such a way that the watermark can be extracted from the embedded view

as well as different synthesis views. It is observed that an alteration in the depth

map of the video sequence changes the position of the object in the view plane

which creates visual discomfort [3]. For insertion of watermark, the left and the

right views along with the depths are synthesized to the center view and center

depth using the DIBR [6] technique for synchronization of the watermarking

sequence in the left and the right view depth. Like the previous scheme (refer to

§4.1), foreground objects are removed to achieve the visual quality with respect to

HVS. To make the scheme robust against video compression attack, watermark is

inserted in the motion compensated regions as explained in the next subsection.

Also, a foreground object detection method (like the previous scheme as explained

in §4.1) is used to identify less sensitive regions to HVS. A SIFT location based

embedding and extraction schemes are proposed to sustain against view synthesis

attack as described in the subsequent subsections.

4.2.1.1 Motion Compensated Temporal Filtering (MCTF)

One of the main goals of this work is to make the embedding process robust

against video compression as well as frame dropping attack. To achieve this,

robust watermark embedding location from the center view video are filtered using

motion compensated temporal filtering as described in the motion compensation

part of §2.1 [100]. After MCTF, only the fully connected regions [86] in the

center view video sequences of a GOP are extracted as shown in Fig. 2.1 (refer

to §2.1). After motion compensation, the connected locations are mapped to the

first frame of the GOP. In this scheme, the size of the GOP is taken as 8 to make

the first frame of the GOP as the ‘I’ frame in the 3D-HEVC compression process.

These locations are used to do the further filtration to make the watermarking

scheme invariant to HVS system.
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4.2.1.2 Detection of Background and Foreground Objects

Foreground objects in any video sequence are more sensitive to HVS than the

back ground objects. To detect the foreground object, (like the previous scheme

§4.1) Semantic Image Segmentation (as explained in §2.2) is used to extract the

foreground [87]. Here, Fig. 4.6(b) shows the foreground selected object using

the said segmentation method for Fig. 4.6(a) and Fig. 4.6(c) shows foreground

removes map for the video frame.

(a) Original frame (b) Foreground object detec-
tion

(c) Removal of foreground
map

Figure 4.6: Foreground removal for balloons video frame number 17

It is observed in the Fig. 4.6(b) that there are some locations which are nearer

to the camera are not detected as foreground objects because those regions are not

sensitive to the human vision (or say less salient regions like the balloons) [87]. So

embedding with those regions in the depth map will not effect the visual quality

of the video sequence subsequently.

A pictorial representation for embedding zone selection has been depicted in

Fig. 4.7 and Fig. 4.8. After removing unconnected pixels, the embedding locations

are shown in Fig. 4.7(a) and corresponding map is generated for the connected

pixel as shown in Fig. 4.7(b). Fig. 4.8(a) shows the combination of connected

and the background map. Originally this map is used to find the watermark

embedding location in the depth as shown in Fig 4.8(b) & 4.8(c) (where the

black locations are removed from the embeddable location).
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(a) Motion compensated Y
chanel

(b) Unconnected pixel
removal map

Figure 4.7: Motion compensated connected pixels for balloons video frame number 17
(GOP 17-24)

(a) Foreground and uncon-
nected pixels removal map

(b) Depth (c) Watermarkable depth re-
gion

Figure 4.8: Removal of foreground and unconnected pixels for balloons video frame
number 17 (GOP 17-24)

4.2.1.3 SIFT based coefficient selection

Like the previous work (§4.1), SIFT feature points of the original frame are used

to locate the watermarking locations and corresponding depth values of these

positions are altered for the embedding to make the proposed scheme invariant

to the view synthesis process . The similar coefficient partitioning is implemented

on the basis of the scale feature (say σ) of the SIFT as explained in the §4.1.1.2

with the separation (δ) as depicted in the following Eq. 4.7 (similar to §4.1.1.2

Eq. 4.1).

δi = σ2
i γ (4.7)

where σi is the starting value of the ith group and γ is the grouping threshold.
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So the value of σi+1 is (σi + δi). To get better result the value of γ is 0.004 and

σi is ranged between 2 and 10 for experimental purpose (similar to §4.1.1.2).

4.2.1.4 Watermark Embedding

For watermark embedding, stereo 3D video, and the depth is rendered to the

center view using DIBR technique. MCTF is done to each GOP of the center

view video frame (as described in Sec. 4.2.1.1) and only the connected regions

are detected. Foreground object removal is done on the original center view first

frame of each GOP (as described in Sec. 4.2.1.2). To get watermark embedding

zone, foreground removal carried out on the motion compensated zone map as

depicted in Fig. 4.8(a). To detect the view invariant coefficients SIFT feature

points from the first frame of the GOP is taken and a grouped to embed the

watermark (like §4.1).
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Figure 4.9: Watermark embedding model

To embed the watermark in the GOP, the watermark bit is mapped with the
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Algorithm 7: Watermark Embedding (VL, VR, DL, DR,W )

Input: VL: Left view video, VR: Right view video, DL: Left view depth,
DR: Right view depth, W : Watermark

Output: WDL: Watermarked left view depth, WDR: Watermarked right
view depth, V ′L: Merged left view video, V ′R: Merged right view
video

begin

1. Render left view and the right view video and the depth
(VL, VR, DL, DR) to the center view video and depth (V,D).

2. Split the center view video sequence in GOP

3. for each GOP do

(a) Motion compensated temporal filtering is done over the GOP of
video sequence to compensate to the first frame.

(b) Only the full connected location map is created (mpc).

(c) Semantic Image Segmentation is used on the original first frame
to extract foreground.

(d) The foreground is removed from the mpc to generate motion com-
pensated foreground subtracted map mpcs (refer to §4.2.1.2).

(e) SIFT is used on the first frame of GOP to make grouping using
Eq. 4.7.

(f) for each SIFT group do

i. Partition the map mpcs to n× n blocks where n = 8.

ii. map the watermark bit sequence (W ) with the map mpcs
to generate watermark map mpwc.

(g) Do inverse motion compensation the map mpwc to distribute over
the GOP and generate mpw

(h) Using embedding rule (Eq. 4.8) insert the watermark (W ) ob-
tained from the map mpw with the selected coefficients using
Eq. 4.9 to obtained watermarked center view Depth.

4. Render the center view and the watermarked depth to original left and
the right view and merged with the original ones to get Watermarked
left view depth (WDL), Watermarked right view depth (WDR), Merged
left view video (V ′L), Merged right view video (V ′R).

5. return (WDL, WDR, V ′L, V ′R)
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8×8 of shift group at the motion compensated foreground subtraction map. The

map is inverse motion compensated for distributing the embedding location all

over the GOP. A frame by frame watermarking is done using the watermark

bit from the map. In this scheme, all coefficient values of the depth blocks are

changed to even or odd by using the embedding rule in the previous section (refer

to §4.1.1.3) as depicted in Eq. 4.8

if W == 0
mod(Ci, 2) = 0;

else
mod(Ci, 2) = 1;

 (4.8)

where W is the watermark bit and C defines all the coefficients of depth in ith

inverse motion compensated map block. The bin values are altered for embedding

the watermark as depicted in Eq. 4.9

C ′ji = Cji −mod((Cji +Wk), 2) (4.9)

where Cji and C ′ji defines the jth coefficient of the ith block of the group k.

After embedding the watermark, the watermarked center depth and the video

frames are rendered to the original left and the right view using the DIBR tech-

nique and replace the dependent portion of the left and the right depth and the

original video.

The overall embedding process is narrated in Algorithm. 7 and the block

diagram is depicted in Fig. 4.9.

4.2.1.5 Watermark Extraction

The watermark extraction scheme is the reverse procedure of the embedding

scheme. It is said that the watermark can be extracted from the main view, as

well as the synthesis views or the each independent views. So rendering to the

center view is not required for watermark extraction process. Like the embedding

scheme MCTF and foreground object removal is done on a GOP of the given view.

Like the embedding scheme SIFT feature based grouping is done to get embedding
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Algorithm 8: Watermark Extraction (V ′,WD)

Input: V ′:Video WD:Watermarked depth
Output: W ′:Extracted Watermark
begin

1. Split the video sequence (V ′) in GOP

2. for each GOP do

(a) Motion compensated temporal filtering is done over the
GOP of video sequence to compensate to the first frame.

(b) Only the full connected location map is created (mpc) (refer
to Sec. 4.2.1.1).

(c) Semantic Image Segmentation is used on the original first
frame to extract foreground.

(d) The extracted foreground is removed from the mpc and mo-
tion compensated foreground subtracted map mpcs (refer to
Sec. 4.2.1.2).

(e) SIFT is used on the original first frame to make grouping
using Eq. 2.4.

(f) for each SIFT group do

i. Partition the map mpcs to n×n blocks for watermark
collection.

(g) Do inverse motion compensation the collection map to dis-
tribute over the GOP and generate mp′w

(h) Using embedding rule (Eq. 4.8) extract the group wise wa-
termark (W ′

k) with the selected coefficients using Eq. 4.10
& 4.11 from each depth and srote in the collection map
mp′w.

(i) Use motion compensation on the map mp′w to combine the
watermark bit.

(j) Generate the final extracted watermark W ′ using Eq. 4.12.

3. return (W ′)
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Figure 4.10: Watermark extraction model

location map. Now, map in each group is reversed motion compensated (as the

watermark is embed in the normal video sequences) to distribute over the GOP.

According to the embedding policy (refer to Eq. 4.8), the watermark is extracted

by comparing the majority of all groups using the depth pixels. For each depth

of the video frame, watermark map is extracted from each block of a group using

the Eq. 4.10

if ‖mod(C ′i, 2) == 0‖ > ‖mod(C ′i, 2) == 1‖;
mp′wik = 0

else
mp′wik = 1

(4.10)

where mp′wi is the extracted watermark map by comparing the maximum number

coefficients C ′ are even or odd from ith block of the group k and ‖mod(C ′i, 2) ==

x‖ defines the coefficient count having mod(C ′, 2) = x|x ∈ {0, 1}. For each group,

the final watermark is calculated by combining the watermark from each block

using the Eq. 4.11

if ‖mp′wi == 0‖ > ‖mp′wi == 1‖;
mp′wk = 0

else
mp′wk = 1

(4.11)
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where mp′wk is the final extracted frame by frame watermark map by combining

the obtained watermark mp′wi from the group k and ‖mp′wi == x‖ defines the

coefficient count having mp′w = x|x ∈ {0, 1}. Again motion compensation is

carried out over the mp′w to compensate all the bits to the embedding frame (‘I’

frame)to generate the map mp′wc. and combine the bits to generate the final

watermark bit using Eq. 4.12

if ‖mp′wcf == 0‖ > ‖mp′wcf == 1‖;
W ′
k = 0

else
W ′
k = 1

(4.12)

where W ′
k is the extracted watermark by combining the compensated map mp′wc

of frame f from the group k and ‖mp′wcf == x‖ defines the coefficient count

having mp′wc = x|x ∈ {0, 1}. For authentication of the extracted watermark W ,

Hamming distance is used as described in §2.6.2 Eq. 2.10 for comparison with the

original watermark W .

The overall extraction process is narrated in Algorithm 8 and block diagram

is depicted in Fig. 4.10.

4.2.2 Results

In this proposed watermarking scheme, the watermark is embedded with the

depth of the 3D video dataset (such as Balloons, Champagne tower, Kendo, Mi-

croWorld, Shark, etc.) as explained in §2.1 with different camera views. As the

scheme is view invariant, the watermark can be extracted from the embedded

center view depth map, main views as well as the synthesized depth map of the

other views. The recent depth based 3D video watermarking scheme proposed

by Guan et al. [79] is used for comparison. Here for embedding and extraction

purpose the GOP is taken 8 which is similar to 3D-HEVC encoding GOP.
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4.2.2.1 Visual Quality

To evaluate the visual quality the proposed scheme is compared with the Guan’s

scheme [79] for PSNR, SSIM of the depth video using vqm tool [link: http://mmspg.epfl.ch/vqmt].

The comparison results are tabulated in Table 4.5 for these visual quality mea-

sures.

Table 4.5: PSNR, SSIM comparison result of the proposed scheme with Guan’s
scheme [79] for depth

Video Proposed scheme Guan’s scheme

sequence PSNR SSIM PSNR SSIM

Balloons 49.95 0.9964 42.23 0.9747

Shark 50.41 0.9958 44.16 0.9836

Champagne tower 52.44 0.9975 43.17 0.9804

Kendo 48.94 0.9941 41.32 0.9771

MicroWorld 49.87 0.9961 42.95 0.9829

Average 50.11 0.9951 42.86 0.9798

In the time of embedding perturbed center view depth is used to render the

center view video to the left and the right views, a distortion may occur due to the

original pixel shift. So, the visual quality degradation of the original views (say

left and the right views) need to compare with the watermarked views (synthesis

using watermarked depth and merged with the originals) in the perspective of

the human visual system. PSNRHVS and MSSSIM metrics are used to check the

visual degradation due to watermark embedding with respect to the human vision

of the proposed scheme and the existing scheme [79] as tabulated in Table 4.6.

From Table 4.5 and 4.6, it is observed that the proposed scheme gives a better

result than the Guan’s [79] with respect to depth map as well as image visual-

ization. Due to the embedding of the watermark in the imperceptible regions

with respect to the human vision, the proposed scheme gives a better result for

PSNRHVS and MSSSIM comparison.
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Table 4.6: Average PSNR-HVS, SSIM comparison result of the proposed scheme with
Guan’s scheme [79] for left and right view

Video Proposed scheme Guan’s scheme

sequence PSNRHVS MSSSIM PSNRHVS MSSSIM

Balloons 52.19 0.9993 42.82 0.9894

Shark 51.43 0.9996 43.41 0.9471

Champagne tower 50.48 0.9947 41.44 0.9887

Kendo 51.70 0.9984 42.17 0.9913

MicroWorld 53.85 0.9941 40.91 0.9896

Average 51.62 0.9991 43.48 0.9810

4.2.2.2 Robustness

The robustness of the proposed scheme is evaluated against the 3D-HEVC com-

pression attack. As depth map having a lot of smooth regions, the loss does not

occur at higher QP level also using of group-based selection neutralize the error

rate of the proposed scheme. In this scenario for Guan’s scheme [79], the center

view is rendered to the left and the right view and compressed with the 3D-HEVC

encoder. The comparison of the proposed with existing scheme [79] for different

QP level is tabulated in Table 4.7.

Table 4.7: Hamming distance comparison result of the proposed scheme with Guan’s
scheme [79] against 3D-HEVC compression at different QP level

Video Proposed scheme Guan’s scheme

sequence QP=24 QP=28 QP=32 QP=24 QP=28 QP=32

Balloons 0.1642 0.1792 0.192 0.4143 0.4714 0.5127

Shark 0.1594 0.1822 0.2091 0.4417 0.4808 0.5418

Champagne tower 0.1510 0.1788 0.2121 0.4429 0.4847 0.5441

Kendo 0.1380 0.1547 0.1810 0.3973 0.4585 0.4982

MicroWorld 0.1741 0.1906 0.2171 0.4017 0.4441 0.5277

Average 0.1523 0.1718 0.1931 0.4187 0.4632 0.5152

It is observed from the Table 4.7 that the proposed scheme outperforms Guan’s

scheme [79] for different QP level of video compression attack.
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To test the robustness of the proposed scheme against view synthesis , depth

of the video sequence is synthesized to the different position between left and

the right view. Here the left and the right views are considered as view 0.5 and

view −0.5 with respect to the center view baseline distance. The center view is

considered as view 0 and intermediate views in between of center view and main

views are considered and ±0.25. The comparison result of the extracted water-

mark for different views of at QP=24 (for 3D-HEVC compression) are tabulated

in Table 4.8.

Table 4.8: Hamming distance comparison result of the proposed scheme with Guan’s
scheme [79] at center view (view ‘0’) and intermediate views in between center view
and left & right views (view ‘±0.25’)

Video Proposed scheme Guan’s scheme

sequence View ‘0’ View ‘±0.25’ View ‘0’ View ‘±0.25’

Balloons 0.0426 0.0812 0.2730 0.4834

Shark 0.0310 0.0774 0.2822 0.4472

Champagne tower 0.0397 0.0716 0.2232 0.5289

Kendo 0.0481 0.0902 0.2875 0.4931

MicroWorld 0.0518 0.0941 0.2513 0.5398

Average 0.0436 0.0861 0.2614 0.5006

It is observed from the Table 4.8 that the proposed scheme outperforms the

existing scheme [79] for the different synthesized view of depth. As in both the

schemes, the watermark is embedded in the center view, the hamming distance

decreases near to the center view.

As in this scheme, the watermark is embedded using the motion compensated

temporal filtering. So the embedding policy can resist the temporal scalability

(say frame dropping). To test the robustness of the temporal scalability, 25% &

50% frames in the GOP are dropped. In this scenario, the GOP is taken 6 and

4 for extraction of the watermark at frame dropping rate of 25% and 50% (as

the embedding time GOP was taken as 8). The comparison result for temporal

scalability attack using different frame dropping rate at QP=24 for 3D-HEVC
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compression are tabulated in Table 4.9.

Table 4.9: Hamming distance comparison result of the proposed scheme with Guan’s
scheme [79] at temporal scalable attack of frame dropping

Video sequence

Proposed scheme Guan’s scheme

25% frame 50% frame 25% frame 50% frame

drop drop drop drop

Balloons 0.1712 0.1756 0.4232 0.4495

Shark 0.1741 0.1894 0.4547 0.4681

Champagne tower 0.1637 0.1744 0.4511 0.4603

Kendo 0.1464 0.1521 0.4093 0.4288

MicroWorld 0.17911 0.1832 0.4101 0.4301

Average 0.1671 0.1763 0.4246 0.4472

It is observed from Table4.9 that the proposed scheme sustain against the

different frame dropping ratio (say temporal scalable attack) and outperforms

the existing scheme.

4.2.2.3 Discussion

In this work, Watermark is inserted in the motion compensated part of the vi-

sually less sensitive regions of the 3D video sequence. As center view covers the

most of the portion of the left and the right views, the major portion of the

embedding locations is available on the left and the right views. It is observed

that the foreground objects are more visually sensitive to HVS. Hence, using the

motion compensated background improves the robustness as well as the imper-

ceptibility of the scheme. To quantify the visual degradation in the original left

and the right views, MSSSIM and the PSNRHVS are used as depicted in §4.2.2.

Like the previous scheme (refer to §4.1), using of SIFT locations for embedding

purpose will increase the robustness of the proposed scheme against view synthe-

sis attack. Also, using the motion compensated regions for embedding and the

GOP watermark distribution technique makes the scheme robust against frame

dropping attack.
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4.3 Summary

In this chapter, two 3D depth watermarking schemes are presented for the im-

ages and video in the DIBR-3D and MVD representation respectively. In the

first phase of work, depth of the DIBR-3D images is watermarked such a way

that the embedded locations do not make any visual artefacts with respect to

HVS. Removing of front object locations from the embedding locations, not only

improve the visual quality but the robustness of the scheme. A novel SIFT lo-

cation based watermark embedding policy is used to improve robustness against

view synthesis attack. A comprehensive set of experiments has been carried out

to justify the applicability of the proposed scheme over the existing literature

against the different attacks.

In the second phase of work, the depth image watermarking scheme in DIBR-

3D representation is extended for the 3D video sequences in MVD representation.

Here the watermark is inserted in the synthesized center view depth to cover the

dependent regions of the left and the right depths. The foreground removal is

done using the center view to make the embedding scheme imperceptible to HVS

and SIFT location based watermark embedding policy is used on the embeddable

locations of the center view depth to improve robustness against view synthesis

attack. Moreover, using of the connected pixels after motion compensated tem-

poral filtering, improve the sustainability against 3D-HEVC compression as well

as frame dropping attack. A set of experiments has been carried out to demon-

strate the applicability of the proposed scheme over the existing literature against

the different attacks. In the next chapter, dependent region based watermarking

scheme is proposed to improve the robustness against view synthesis attack for

depth based multi-view image representation.
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Chapter 5
Depth-based View Invariant Blind 3D
Image Watermarking for Multi-view
Representation

The recent improvements in media technology led to a growing interest in 3D

media for its immersive experiences to the viewers. The increased number of

cinema screens capable of showing 3D movies as well as the availability of low

cost 3D display devices make the 3D media transmission and distribution more

popular. As a consequence, content authentication or ownership authentication

through watermarking for 3D image and video sequence is becoming an emerg-

ing research topic. The 3D depth vision for the human perception is generated

by combining the left eye and right eye views where the common pixels move

horizontally with common left and the right view respectively [7] as explained in

§1.1. As a result, for each of the view, there will be a common region (dependent

view region), and uncommon region (independent view region) in the left and the

right views. Due to advancement of display devices, auto-stereoscopic display

comes for advance viewing experience [10,11]. To support this another 3D image

representation, named depth based multi view 3D image [4,5] using the DIBR [6]

technique, becomes more popular due to its compression efficiency and better

visual quality (refer to §1.1.3). In this depth based multi view 3D technique, one
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of the boundary views (either left or right view), the independent view region of

the other views and the depth image of both the views are communicated to the

receiver [5]. At the receiver end, the main views and the intermediate synthe-

sized views are generated using the DIBR technique. The efficient watermarking

scheme for authenticating multi view 3D image requires to secure both virtual

left and right views from illegal distribution of the 3D content. In addition, it

may also require to secure each single view, including the original boundary views

(left view and right view) such that they should not also be illegally distributed.

Due to certain inherent features, like pixel disparity and changes in the depth im-

age etc., the direct extension of the conventional watermarking schemes for the

2D and the stereo images [41–60] are not very useful for DIBR based encoding

as discussed in the literature (refer to §1.3). In other words, for DIBR based

multi-view 3D encoding, the main challenge is to embed the watermark in such

a way that the watermark should resist the view synthesis process (or synthesis

view attack).

In recent literature as explained in §1.3.1, it is observed that most of the exist-

ing schemes are not sustainable against the multiview representation. Recently,

Lin and Wu [55], proposed a blind multiple watermarking scheme where the wa-

termark is embedded in the left or right view image obtained by inverse rendering

of the DIBR technique. But the scheme may not withstand synthesis view attack

for the high resolution (having high disparity) images. In another recent work,

Kim et al. proposed a dual tree complex wavelet transformation (DT-CWT)

base watermarking for 3D images [76] by altering the 15◦ & − 15◦ (1st, 6th) and

45◦ & − 45◦ (2nd, 5th) coefficients. This scheme may also suffer from synthesis

view attack for the high resolution images or the images where the disparity is

larger than the block size. Furthermore, this scheme may be vulnerable against

collusion [75] attack as different watermark patterns are practically embedded

within the visually similar left, right or any other synthesized views. Moreover,

in the previous scheme as proposed in §3.2, the watermarking in MVD repre-

sentation against 3D-HEVC compression and View Synthesis Attack [101], the
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watermark is embedded by altering the 2D-DT-DWT coefficients of the center

view of the video frame to make the scheme robust against view synthesis attack.

In this method, the embedding block width is taken larger than the disparity to

resist the view synthesis attack. However, this makes the embedding block size

to be dependent on the corresponding disparity value which may not be good

design criteria. Also, it is noticed that the block which is taken 256 to make it

larger than the disparity. For normal scenario, the scheme gives better result but

for very high resolution image, where the disparity is greater than the 256, the

scheme may not sustain against the view synthesis attack.

From the above discussion, it is observed that most of the existing watermark-

ing schemes are vulnerable against the DIBR technique [6]. It is also observed in

DIBR based watermark embedding that the different watermark signal may be

embedded in coherent locations of left and right view images. This can be cap-

italized to mount a watermark estimation attack popularly known as collusion

attack (type II) [75]. In this attack, the watermark signal can be removed by

simply averaging the coherent image regions having different watermarks. In [7],

it is observed that the independent regions are less sensitive to the human visual

system (HVS). Since, tampering of the independent view does not make any

substantial degradation of visual quality with respect to the HVS [2,81], the em-

bedded watermark can be destroyed by damaging the independent view without

any severe visual artefacts. So, one of the main challenges for the dependent view

region based 3D watermarking scheme is to make the scheme robust against the

view synthesis process. In this work, a blind 3D image watermarking scheme is

proposed where the identical watermark is embedded in the co-located dependent

view regions of the left and right view images such that the proposed scheme can

resist synthesis view attack as well as collusion attack. The embedding block

size is not dependent on the disparity which is the one of the main drawback of

the previous scheme [101]. To make the scheme robust against compression as

well as other image processing attacks, DC coefficients of two blocks have been

altered to embed the watermark. The rest of the work is organized as follows.
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The proposed filtration of dependent and independent view regions using DIBR

technique and the layer wise block partitioning scheme have been presented in

§5.1 and the watermark embedding and extraction algorithm has been presented

in §5.2. Finally experiment results are presented and explained in §5.3

5.1 Embedding Zone Selection

In the depth based multi view 3D image representation, pixels may move hori-

zontally from left to right view (as well as intermediate synthesis views) in time

of rendering using the DIBR technique [6]. The common region between the left

and right view is called dependent view region which is required to render the

main part of left or right view. On the other hand, the uncommon region is

called independent view region which is responsible to generate the 3D viewing

experience to the respective left or right views. Intuitively, the dependent view

region is more suitable for watermarking as it is common to both the views. In

this work, identical watermark signal is embedded in the dependent view regions

of the left or right views, so identifying the dependent view regions in left or right

view is an important task which is described in the next subsection.

5.1.1 Dependent View Region Identification

In DIBR based view rendering [6], the fast 1-D view synthesis [5, 14] process is

used to synthesized the dependent view region of right view using the left view

image and corresponding depth information. In this work, identical watermark

is embedded in the dependent view regions of the both left and right views.

To generate the dependent view regions of the left view, the depth of the right

image (as shown in Fig. 5.1(b)) has been rendered to the left view using disparity

information. Similarly, the depth of the left image (as shown in Fig. 5.1(a)) has

been rendered to the right view to generate the dependent view regions of the

right view. This left and right dependent view generation methods are depicted

in Fig. 5.1(c) and Fig. 5.1(d) respectively by horizontally shifting the pixels (as
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shown in Fig. 5.1(e) the generation of the left depth synthesis from the right

depth). If a single depth view is given (left or right view), the dependent view

region of the other view (right or left view) is obtained by rendering the given

view by above-mentioned process (refer to Fig. 5.1(b), 5.1(d) for not available

of right view depth). Then the dependent and independent view regions (the

remaining parts of the generated view) are marked and filtered as depicted in

Fig. 5.1. Extracted dependent view regions, marked as white color as shown in

Fig. 5.1(f), 5.1(g), will participate in the watermarking purpose.

5.1.2 Layer Partitioning using Depth

As described in §5.1.1, the dependent view regions of left and right images are

used for embedding. In this work, each dependent view region has been water-

marked separately with the identical watermark. One of the main challenges of

this work is to embed the watermark in such a way that the embedding locations

should remain intact with respect to different views. In other words, the em-

bedding scheme should secure both the (left and the right) views as well as the

intermediate synthesis views (generated using DIBR technique). In depth based

multi view 3D image representation, the common pixels move to the left or the

right direction with respect to the disparity vector which is related to the depth

parameter. The depth image has in general 256 gray values which implies that

there are 256 types of different ways to (depth wise) correlate the left and right

views and also for any other intermediate synthesis views. So, in this work, the

dependent view region is partitioned in 256 number of layers according to the

depth and the identical watermark has been embedded in same depth layer for

both left and right view images. This embedding policy helps watermark to be

remained consistent with respect to the disparities of pixels in time of the view

generation. In the layer partitioning of the dependent view region, regions which

do not come under a specific layer are considered as the independent view region

for that layer. The above-mentioned depth partitioning process is depicted in
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(a) Depth of left image (b) Depth of right image (c) Rendered left depth image
from right depth image using
DIBR

(d) Rendered right depth im-
age from left depth image us-
ing DIBR

Shift of pixels in the foreground 

using depth and disparity

Shift of pixels in the background 

using depth and disparity

Independent 

region

Dependent 

region

Right depth

Synthesized 

left depth

(e) Shift of pixels from right
view to left view using dispar-
ity

(f) Dependent and indepen-
dent view regions of left image

(g) Dependent and indepen-
dent view regions of right im-
age

Figure 5.1: Left and right dependent view region extraction using depth value for Aloe
image of camera view 1(left view) and camera view 5(right view).

Fig 5.2.
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(a) Dependent view region of left image (b) Depth of left image

(c) Layer filtered dependent view re-
gion for depth=50

(d) Layer filtered dependent view re-
gion for depth=110

Figure 5.2: Dependent view layer partitioning using depth value for Aloe image of
camera view 1(left view).

5.1.3 Block Partitioning

As discussed in the previous section, the left or the right view consists of 256

different depth layers. The watermark is embedded in each depth layers of the

left or the right view. Here, it is important to note that the horizontal pixel shift

between dependent view regions of the left and right view may be different for

different depth layers. In this work, for a given depth, the dependent view region

for that depth layer of the left view (and the right view) is partitioned into non

overlapping n×n blocks and the same watermark bit is embedded in such blocks

in both the left and the right view image. In other words, block partitioning
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process ensures that no block pixels are from independent view regions of the

left or right view and all block pixels are from the same depth layer as given in

Condition 1.

Each pixel of a n× n block
is in the dependent view.

Each pixel of a n× n block
has the same depth layer.

Condition 1

A block is used for embedding if the Condition 1 is satisfied for that block.

In this work, the horizontally shifted coherent blocks in left and right views at

given depth layer are embedded with the similar watermark such that collusion

attack can be resisted. Moreover, at the time of extraction, having knowledge of

the depth and the disparity, watermark can be extracted from left, right or any

other synthesized views.

5.1.4 Block Selection

A pair of blocks is selected from the set of blocks obtained in the previous sec-

tion (§5.1.3) to embed a single watermark bit. Before that blocks are grouped

according to the number of row and depth layer. In this grouping, blocks are

chosen such a way that all the blocks in each group are placed in a single row

(say co-linear) and must belong to the same dependent view region at a given

depth layer. In other words, the dependent view regions consist of block rows

and two of such blocks from a group are chosen to embed a bit. Moreover, the

width of such block rows are ensured to be larger than the disparity between

left and right view. No blocks are used for embedding from a block row having

width less than the disparity. The detailed grouping criteria has been explained
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in Condition 2.

Each group of n× n blocks should be
aligned in the same horizontal line.

Each group of n× n blocks should
remain in the same depth layer.

Width of the depth layer in
horizontal line ≮ disparity


Condition 2

This condition has been imposed to ensure that the dependent view regions for

both left and right views should remain intact in any other synthesis views to

make the scheme view invariant.

A security key (κ) is used to select each pair of blocks from each group to make

the scheme more secure against naive randomization based attacks by increasing

the cryptographic search space for the block selection. How the security key (κ)

is used to increase the cryptographic security is described below:

Let η be the number of blocks in each group. Then the cryptographic length of

the function will be a combination of number of groups and the expected number

of coefficient in each group as shown in Eq. 5.1

κ =η C2
Ih
n

256 (5.1)

where Ih
n

256 represents the number of groups available for block selection and Ih

represents the image height and n represents the block size. In this scheme, the

same selection method is implemented for the left and the right view image. In

this scheme each pair of block belongs to a single depth. For a specific depth,

the horizontal shift in the left and the right view is fixed. As a result, relative

position of the coherent block remains same against DIBR based view synthesis

process.

5.1.5 Visual Threshold Checking

Due to embedding of watermark, visual artefacts may occur [29] and may degrade

the visual quality. To maintain the visual quality of the watermarked image,
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another round of checking (say visual threshold checking) is done over the selected

block pairs like the [29]. For this checking, block wise DCT has been done for both

the blocks for a given block pair. Let C1 and C2 are the DC coefficients of the first

and second block respectively. In this threshold checking process, a block pair is

selected for embedding if it satisfies the condition given in Eq. 5.2, otherwise their

DC coefficients are altered according to the Eq. 5.2 to mark the pair unsuitable

for embedding even after any possible attacks. This marking scheme helps to

identify the embedded block pair at the time of extraction. The experimental

results confirm that the noise addition due to this alteration is negligible with

respect to the human visual system. The visual threshold is defined using the

Eq. 5.2

if |C1i − C2i | ≤ τ
Accept for watermarking

else if C1i > C2i

C1i = C1i + (C1i + C2i)α
C2i = C2i − (C1i + C2i)α

else
C1i = C1i − (C1i + C2i)α
C2i = C2i + (C1i + C2i)α


(5.2)

where α is the embedding strength and τ is the threshold. For experiment pur-

pose, value of α has been taken 0.03 and the threshold τ is taken as (C1i + C2i)α.

5.2 Watermark Embedding and Extraction Pro-

cess

In this section, the watermark embedding and extraction algorithms are pre-

sented. As discussed in §5.1.1, the watermark is embedded in the dependent

view regions for the left and the right views of the 3D images and the DC coeffi-

cients of the selected block pairs are used for embedding.
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5.2.1 Embedding of Watermark

In this work, a binary image of given dimension (according to the prescribed

payload) is used as the watermark sequence. A simple embedding rule has been

employed for the proposed scheme as described in the Eq. 5.3

if Wi = 0 then C1i ≥ C2i

if Wi = 1 then C1i < C2i

}
(5.3)

where Wi is the ith watermark bit to be embedded and (C1 and C2) are the DC

coefficients of the selected block pair. Now, according to the above embedding

rule, watermark is embedded in a block pair using the following Eq. 5.4

if C1i − C2i ≥
C1i

+C2i

2
α

no change
else

C ′2i = C1i −
C1i

+C2i

2
α

 where Wi = 0

if C2i − C1i ≥
C1i

+C2i

2
α

no change
else

C ′1i = C2i −
C1i

+C2i

2
α

 where Wi = 1


(5.4)

where Wi is the ith watermarking bit and α is the embedding strength. For exper-

iment purpose, value of α has been taken 0.03. After embedding the watermark

by altering the DC coefficient of the blocks, block wise inverse DCT has been

done to get back the watermarked left view image. Both left and right view have

been watermarked using the same procedure. The overall watermarking scheme

is described in Algorithm 9 and the block diagram of the embedding procedure

is depicted in Fig. 5.3.

5.2.2 Extraction of Watermark

Extraction scheme is mostly the reverse process of the embedding scheme. As

the proposed watermarking scheme is blind in nature, the cover image is not

required for watermark extraction. Only the left and the right depth are necessary
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Algorithm 9: Watermark Embedding (IL, IR, DL, DR, α,W ).

Input: IL: Left view image, IR: Right view image, DL: Left view image
depth, DR: Right view image depth, α: Watermark strength and
W : Watermark bit stream.

Output: WIL:Watermarked left view image, WIR:Watermarked right
view image.

begin

1. Using DIBR technique and the right image depth DR the left depen-
dent view region Vdl for the left image IL is generated as described
in Fig.5.1.

2. Like Step 1 the right dependent view region Vdr for right IR is
generated as described in Fig.5.1.

3. Using depth DL and DR the dependent view region Vdl and Vdr is
partitioned in 256 number of layers as described in §5.1.2, Fig. 5.2.

4. Use block partitioning as described in §5.1.3
for depth value = 0 : 255 do

(a) if n × n unique block from the same dependent view region
then
if All coefficients of n× n blocks belongs to same depth level

then
Partition the block.

5. if pair of two n× n blocks aligned to same horizontal line & same
depth layer then

(a) if Width of the depth layer in horizontal line ≮ disparity
then
Select the block for embedding.

6. Do block wise DCT on the pair of selected blocks of original image
and let C1 and C2 are the DC coefficients.

7. if C1 and C2 satisfied the visual threshold as depicted in Eq. 5.2
then
Embed the watermark with the C1 and C2 using the Eq. 5.4.

8. Do inverse DCT over the block to get the watermarked image.

9. Repeat Step 1 to Step 8 over left and right view image to generate
the watermarked left view image WIL and right view image WIR.

10. return (WIL,WIR)
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Figure 5.3: Watermark embedding model.

to detect the dependent view regions at the time of extraction. Similar to the

embedding process, dependent view region identification (refer to §5.1.2) has been

employed to find the dependent view regions for left and right views. The obtained

left or right dependent view region can be used to identify the dependent view

region for any other synthesized view images using the corresponding disparity

information as described in the next subsection.

5.2.2.1 Dependent View Region Identification for Synthesized Views

In multi-view 3D image representation, the dependent view region for right (left)

view can be generated from the left (right) view depth information using corre-

sponding disparity between left and right views [6]. In this work, this concept

is extended to find the dependent view regions of any other middle level synthe-

sized views having the knowledge of the corresponding disparity with the main

view. The procedure is depicted in Fig. 5.4. In Fig. 5.4(a), the green color por-

tion is the independent view region and the white color portion is the dependent

view region which is obtained from the left view depth and the disparity value.
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(a) Dependent view region of right view
generated from left view

(b) View to detect dependent view region

(c) Rendering of dependent view region
from right view to geven view

(d) Dependent view region from left and
right view to the given view

Figure 5.4: Rendering of left and right dependent view region to synthesized required
view.

The given watermarked view is shown in Fig. 5.4(b). Now, using the baseline

distance (or disparity) and the depth of the right view, the dependent portion

of the right view can be rendered to the given watermarked view (as shown in

Fig. 5.4(c)). As shown in the Fig. 5.4(c), blue and green color region is the in-

dependent view region obtained by the rendering process with respect to the left

and right view. Thus, the dependent region of the given intermediate synthesized

view (Fig. 5.4(d)) with respect to the original left and the right view can be ob-
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tained for the watermark extraction. After getting the dependent view regions

of the given view, block partitioning (refer to §5.1.3) and block selection (refer

to §5.1.4) and followed by a visual threshold checking have been carried out to

find the embedded watermark locations. The visual threshold checking method

is narrated in the next subsection.

5.2.2.2 Visual Threshold Checking

The visual threshold checking is done to find the embedded watermarked block

pair at the time of extraction. It has been observed from the Eq. 5.2 that unsuit-

able coefficients are marked such a way that the absolute difference between C1

and C2 becomes greater than 3(C1i + C2i)α. So, at the time of extraction, the

block pairs having |C ′1i−C
′
2i
| < 2(C ′1i + C ′2i)α are selected as the valid candidates

for watermark extraction as presented in the Eq. 5.5

if |C ′1i − C
′
2i
| < 2(C ′1i + C ′2i)α

Accept for watermark extraction
(5.5)

where α is the embedding strength and (C ′1 and C ′2) are the watermarked DC

coefficients of the selected block pair.

5.2.2.3 Extraction of Watermark from the Selected Blocks

The selected DC coefficients C ′1 and C ′2 are compared for extraction of the wa-

termark according to the Eq. 5.6

W ′
i = 0 if C ′1i ≥ C ′2i

W ′
i = 1 if C ′1i < C ′2i

}
(5.6)

where W ′
i is the extracted ith watermark bit. After extraction of the watermark

bit sequence, Hamming distance is used to compare the extracted watermark bits

(W ′) with the original watermark bits (W ) as described in §2.6.2 Eq. 2.10. The

step by step extraction scheme is narrated in Algorithm 10 and a block diagram

of the overall extraction process is depicted in the Fig. 5.5.
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Algorithm 10: Watermark Extraction (WI , DL, DR).

Input: WI : Image for watermark extraction DL: Left view image depth,
DR: Right view image depth.

Output: W ′: Extracted watermark.
begin

1. Using DIBR and the right image depth DR the left dependent view
region Vdl for the left image depth DL is generated.

2. Like Step 1 the right dependent view region Vdr for right depth DR

is generated.

3. The dependent view regions are filter and marked.

4. Using depth DL and DR the dependent view region Vdl and Vdr is
separated in 256 number of layers as described in §5.1.2, Fig. 5.2.

5. for depth value = 0 : 255 do

(a) Select n× n unique block from the dependent view region of
the layer.

(b) if All coefficient of n × n belongs to dependent view region
then
if All coefficients of n× n blocks belongs to same depth level

then
Partition the block.

6. if pair of two n×n blocks aligned to same horizontal line and same
depth layer then

if Width of the depth layer in horizontal line ≮ disparity then
Select the block for extraction.

7. Do block wise DCT on the pair of selected blocks of watermarked
image IW and let C ′1 and C ′2 are the DC coefficients.

8. if C ′1 and C ′2 satisfied the extraction visual threshold as depicted in
Eq. 5.5 then
Extract the watermark W ′ by comparing C ′1 and C ′2 by using

the Eq. 5.6.

9. return (W ′)
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Figure 5.5: Watermark extraction model.

5.2.3 Robustness of the Proposed Scheme

In the proposed scheme, one of the major contributions is the watermarking

zone selection process to make the scheme robust against view synthesis process.

Firstly, it has been shown that the dependent view region of any synthesized

view can be obtained by a trivial extension of DIBR [6] technique. It is also

observed that the horizontal shift of the dependent view region between left and

right view image for a particular depth layer depends on the depth parameter [1]

as described in the following Eq. 5.7

SXL
= −dispTL

DXL

255

SXR
= dispTR

DXR

255

(5.7)

where disp is the disparity, DXL
& DXR

are the depth value of the left and right

view, respectively for location X and SXL
& SXR

are the corresponding shifted

locations. T is the baseline distance between the reference view and the synthesis

view. For the left and the right main view, the base line distance is taken as

T = 1.

Since the horizontal shift is different for different depth layers, if the wa-

termark is embedded without considering the depth information for a particular

dependent view region, it may introduce some spatial de-synchronization noise at

the time of extraction. Now, if the horizontal shift of the dependent view region
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between left and right view image for a particular depth layer is known a priory,

the spatial de-synchronization error at the time of extraction can be reduced. To

exploit this fact, the layer wise separate embedding has been employed for the

proposed watermarking scheme. In this process, at a given depth layer, similar

watermark has been embedded in horizontally shifted coherent dependent zones

for a different view so that above-mentioned de-synchronization noise can be sub-

stantially reduced. Moreover, it may also help to resist the inter view collusion

attacks.

In this work, the block partitioning has been done in row-wise for a dependent

view region. If the width of the row is less than the disparity between left and

right view, this portion of the dependent view region (although appears both in

left and right views) may not be available in the intermediate synthesis view as

illustrated in the Fig. 5.6.

Figure 5.6: Watermarking zone shift.

In the Fig. 5.6, the black marked dependent view region is one of such regions.

Embedding watermark in such region makes the scheme fragile against interme-

diate view synthesis process. To handle this situation, in the proposed scheme,

the block pairs are selected from the dependent view regions rows having width
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greater than the disparity value (refer to 5.1.4).

5.3 Experimental Results

In this proposed watermarking scheme, the watermark is embedded with the co-

herent locations of the left and the right views of the Middlebury Stereo 2006

Datasets of 21 images [99] (refer to §2.7 Table 2.1). As the scheme is view invari-

ant, the watermark can be extracted from the main views (i.e. the left and the

right view) as well as the intermediate synthesized views. The full experimental

setup for the proposed scheme is tabulated in the Table 5.1, where α is the em-

bedding strength and the disparity value represents the shift of pixels for DIBR

technique.

Table 5.1: Experimental set-up.
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embedding

With this experimental setup, three different experiments have been carried

out with three different embedding block sizes (4 × 4, 8 × 8, 16 × 16). The

proposed scheme has been compared with different recent schemes such as Lin and

Wu’s scheme [55], Kim’s scheme [76], Kim’s scheme* [76], Franco’s scheme [62]

and multi-view based based Rana’s scheme [101] to justify its applicability over

the existing literature. The Kim’s scheme* is a modified version of the Kim’s

scheme [76] using the similar embedding payload as the proposed scheme where
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the embedding sub-block size in Kim’s scheme* [76] has been changed to (Iw/32)×
(Ih/32) to attain the desired payload for comparison purpose, where Iw and Ih

represent the image width and height respectively. To compare under similar

fidelity as the proposed scheme, the DIBR-3D image watermarking schemes (Lin

and Wu’s scheme [55], Kim’s scheme [76] and Kim’s scheme* [76]) have been

implemented on depth based multi view 3D image [5]. Here, the center view is

generated by rendering the left and the right view and the watermark is embedded

using the existing schemes [55, 76]. Using the DIBR technique, the dependent

view regions are reverse rendered and replaced with the left and the right view to

compare with the proposed scheme. Since, Franco’s [62] and Rana’s scheme [101]

are video watermarking scheme, the embedded video frame(s) are compared with

the watermarked image of the proposed scheme.

5.3.1 Visual Quality

In this subsection, the fidelity of the watermarked image of the proposed scheme

is evaluated using different visual quality metrics such as PSNR (Peak signal-

to-noise ratio), SSIM (Structural Similarity), VIFp (Visual Information Fidelity,

pixel domain version) (refer to §2.6) using the VQMT (Video Quality Measure-

ment Tool) 1. The visual quality performance of the proposed scheme against

above metrics for different embedding block size (4×4, 8×8 and 16×16) are tab-

ulated in Table 5.2. The visual quality comparison results of the proposed scheme

with the existing Lin & Wu’s scheme [55], Kim’s scheme [76], Franco’s scheme [62]

and Rana’s scheme [101] are tabulated in Table 5.3.

It is observed from the Table 5.2 that the performances of the proposed scheme

against different visual quality metrics like PSNR, SSIM, VIFp, etc. are quite

acceptable. It can also be observed from the Table 5.3 that the proposed scheme

shows almost comparable (sometimes better) results in comparison with the ex-

isting schemes [55, 62, 76] against above visual quality metrics with the same

1link: http://mmspg.epfl.ch/vqmt
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Table 5.2: Visual quality measurement of the proposed scheme for different embedding
block sizes.

Image name
4×4 block 8×8 block 16×16 block

PSNR SSIM VIFp PSNR SSIM VIFp PSNR SSIM VIFp
Aloe 42.8 0.99012 0.9846 42.1 0.978 0.9813 40.5 0.9412 0.9779

Baby1 47.3 0.9932 0.9927 46.9 0.9843 0.9893 44.8 0.9623 0.9859
Baby2 47.2 0.994 0.9922 46.8 0.9844 0.9888 44.2 0.9488 0.9854
Baby3 49.8 0.9961 0.9938 46.5 0.9882 0.9904 43.7 0.9518 0.987

Bowling1 48.6 0.9927 0.9821 48.6 0.9743 0.9788 44.6 0.9588 0.9754
Bowling2 47.2 0.9938 0.9898 46.5 0.9788 0.9864 43.3 0.9522 0.983
Cloth1 42.5 0.9874 0.9753 42.1 0.9736 0.972 41.6 0.96 0.9686
Cloth2 45.9 0.9924 0.9861 44.8 0.982 0.9828 42.2 0.9442 0.9794
Cloth3 45.6 0.9928 0.9876 42.8 0.9816 0.9843 41 0.9388 0.9809
Cloth4 49.2 0.9908 0.9869 44.3 0.9872 0.9836 41.9 0.9515 0.9802

Flowerpots 50.1 0.9937 0.9898 47.9 0.988 0.9864 44.3 0.9612 0.983
Lampshade1 50.1 0.9962 0.9908 49.5 0.9898 0.9874 44.9 0.9613 0.984
Lampshade2 50.7 0.9951 0.9893 49.4 0.9904 0.9859 46.1 0.9669 0.9825

Midd1 45 0.994 0.9797 44.2 0.9722 0.9764 42 0.92 0.973
Midd2 48.2 0.9926 0.9889 44.3 0.9726 0.9855 42.5 0.9396 0.9821

Monopoly 52.2 0.9929 0.9951 45.2 0.9848 0.9917 43.5 0.9601 0.9883
Plastic 48.7 0.9956 0.9894 47.8 0.9878 0.986 47.4 0.9642 0.9826
Rocks1 46 0.9911 0.9832 43.5 0.9744 0.9799 41 0.9313 0.9765
Rocks2 46.5 0.9917 0.9862 44.1 0.9782 0.9829 41.6 0.9367 0.9795
Wood1 50.5 0.9951 0.9941 47.8 0.9885 0.9907 46.4 0.9711 0.9873
Wood2 48.7 0.9933 0.9878 47.1 0.9865 0.9845 43.5 0.941 0.9811

Table 5.3: Average PSNR and SSIM comparison result of the proposed scheme
with Lin & Wu’s scheme [55], Kim’s scheme [76], Franco’s scheme [62] and Rana’s
scheme [101].

Average Average Average
PSNR SSIM VIFp

Proposed
4× 4 47.7 0.9931 0.9837

scheme
8× 8 45.8 0.9822 0.9846

16× 16 43.4 0.9507 0.9813

Lin’s
4× 4 44.2 0.9942 0.9858

scheme
8× 8 43.1 0.9901 0.9821

16× 16 41.7 0.9822 0.9771
Kim’s scheme 43.3 0.9887 0.9798
Kim’s scheme* 42.9 0.9868 0.9757

Franco’s scheme 41.2 0.9628 0.9519
Rana’s scheme 44.2 0.9894 0.9837
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payload. Intuitively, an adaptive visual quality threshold (refer to §5.1.5) by

carefully choosing the embedding strength (α) may be a reason for maintaining

the descent visual quality for the proposed scheme. The embedding strength (α)

has been used as a controlling parameter which adaptively handles the visual

quality and robustness trade-off.

5.3.2 Robustness

One of the primary goals of this work is to make the proposed scheme invariant

to the view synthesis process. Assuming the view synthesis process as an attack

(synthesis view attack), robustness of the proposed scheme is mainly evaluated

against this attack in this subsection. Moreover, since most of the images are

being communicated in compressed format (such as JPEG), the robustness of

the proposed scheme against JPEG compression at different quality levels and

different noise addition attacks are also analysed in this subsection.

In this scheme, a random bit stream (as a secret massage signal) is used to

embed using the key (κ). To show the visually degradation of the watermark, a

64× 64 binary image (as shown in Fig.5.7(a)) is used to generate the watermark

bit sequence. The extracted watermark at JPEG compression level 50 from left

view of the Aloe image with the block sizes 4×4, 8×8, and 16×16 are presented

in the Fig. 5.7(b), 5.7(c) and 5.7(d) respectively. Fig. 5.7 reveals the accepted

perceptual quality of the extracted watermark using the proposed scheme.

In this work, Hamming distance (refer to Eq. 2.10) between the extracted

watermark and the original watermark is used as the robustness metric where

smaller Hamming distance denotes higher robustness. The proposed scheme is

compared with the existing state-of-the-art schemes [55, 62, 76]. For comparison

of extracted watermark from the left, right, center view, the left and the right wa-

termarked view (after JPEG compression quality level 75) is used to generate the

synthesized center view. Fig. 5.8, 5.9 & 5.10 show the comparison results of the

proposed scheme with Lin’s scheme [55], Kim’s scheme [76], Kim’s scheme* [76],
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(a) Original
watermark
(64× 64)

(b) Extracted
watermark for
embedding
blocksize 4× 4

(c) Extracted
watermark for
embedding
blocksize 8× 8

(d) Extracted
watermark for
embedding
blocksize
16× 16

Figure 5.7: (a) Original watermark, (b) (c) (d) Extracted watermark at JPEG com-
press level 50 from left view of Aloe image.

Franco’s scheme [62] and Rana’s scheme [101] for left, right and the center view

image. It is to be noted that the center view is the main view while left and

right views are the synthesized view for Lin’s scheme [55], Kim’s and Kim’s*

scheme [76]. But for the proposed scheme, left and the right views are the main

view while the center view is the synthesized view.

From Fig. 5.8, 5.9 & 5.10, it is observed that the proposed scheme mostly

outperforms the recent existing schemes [55, 62, 76, 101] with respect to the ro-

bustness for all the cases when the watermark is extracted from the left, right

or center view. Since the left or right view is the main view (where the water-

mark is actually embedded) for the proposed scheme, it may be concluded that

it performs well against the view synthesis process (or synthesis view attack).

In Fig. 5.11, the robustness of the proposed scheme has been compared with

the recent existing schemes [55,62,76,101] against synthesis view attack (i.e. the

DIBR based view synthesis process). It is observed that the proposed scheme

117



5. DEPTH-BASED VIEW INVARIANT BLIND 3D IMAGE
WATERMARKING FOR MULTI-VIEW REPRESENTATION

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

H
a

m
m

in
g

 D
is

ta
n

c
e

 

 

Proposed scheme

Lin’s scheme

Kim’s scheme

Lin’s scheme*

Franco’s scheme

Rana’s scheme

4x4 8x8

16x1
6

4x4 8x8

16x1
6  

blo
ck

 a
 

Di!erent schemes

blo
ck

 b
 

blo
ck

 c
 

blo
ck

 d
 

(a) Aloe image

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

H
a

m
m

in
g

 D
is

ta
n

c
e

 

 

Proposed scheme

Lin’s scheme

Kim’s scheme

Lin’s scheme*

Franco’s scheme

Rana’s scheme

4x4 8x8

16x1
6

4x4 8x8

16x1
6  

blo
ck

 a
 

Di!erent schemes

blo
ck

 b
 

blo
ck

 c
 

blo
ck

 d
 

(b) Cloth1 image

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

H
a

m
m

in
g

 D
is

ta
n

c
e

 

 

Proposed scheme

Lin’s scheme

Kim’s scheme

Lin’s scheme*

Franco’s scheme

Rana’s scheme

4x4 8x8

16x1
6

4x4 8x8

16x1
6  

blo
ck

 a
 

Di!erent schemes

blo
ck

 b
 

blo
ck

 c
 

blo
ck

 d
 

(c) Plastic image

 
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

 

 

Proposed scheme

Lin’s scheme

Kim’s scheme

Lin’s scheme*

Franco’s scheme

Rana’s scheme

4x4 8x8

16x1
6

4x4 8x8

16x1
6

blo
ck

 a
 

Di!erent schemes

blo
ck

 b
 

blo
ck

 c
 

blo
ck

 d
 

(d) Average of Middlebury Stereo 2006
Datasets of 21 image

Figure 5.8: Hamming distance comparison of proposed scheme with existing
schemes [55, 62, 76, 101] for left view at Stereo-JPEG compression at quality 75.
(blocka = (Iw/8)× (Ih/8), blockb = (Iw/32)× (Ih/32), blockc = linearly embed)

greatly outperforms the above-mentioned existing schemes where camera view

1 and 5 are taken as the original left and right view, respectively and inter-

mediate views (such as camera views of 1.4, 1.8, ..., 4.6) are the synthesized

views. It is noted that camera view 3 is the center view which has been used

as embedding (original) view for schemes [55, 76]. So, for camera view 3, the

robustness performance of schemes [55, 76] are quite good and comparable to

the proposed scheme as there is no view synthesis process is involved in this

case for those schemes. The proposed scheme is compared with the existing

schemes [55,62,76,101] against Stereo JPEG compression of quality 15 to quality

100 in Fig. 5.12 where it is observed that the proposed scheme mostly outperforms
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(d) Average of Middlebury Stereo 2006
Datasets of 21 image

Figure 5.9: Hamming distance comparison of proposed scheme with existing
schemes [55, 62, 76, 101] for right view at Stereo-JPEG compression at quality
75.(blocka = (Iw/8) × (Ih/8), blockb = (Iw/32) × (Ih/32), blockc = linearly embed
and blockd = 16× 256 )

the existing schemes [55, 62, 76, 101]. The similar results against the addition of

Gaussian noise (up to variance of 200) and the addition of salt & pepper noise

(up to the density of 0.2) are depicted in the Fig. 5.13 and Fig. 5.14 respectively.

For both the cases, the proposed scheme shows comparatively better results than

the existing schemes.

In Fig. 5.15, the robustness of the proposed scheme has been compared with

the recent existing schemes [55, 62, 76, 101] against collusion attack [75]. It is

observed that the proposed scheme outperforms the above-mentioned recent ex-

isting schemes against collusion attack [75] where the right view (camera view

5) image is rendered to the left view (camera view 1) and is colluded with the
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(d) Average of Middlebury Stereo 2006
Datasets of 21 image

Figure 5.10: Hamming distance comparison of proposed scheme with existing
schemes [55, 62, 76, 101] for synthesized center view at Stereo-JPEG compression at
quality 75.(blocka = (Iw/8) × (Ih/8), blockb = (Iw/32) × (Ih/32), blockc = linearly
embed and blockd = 16× 256)

original left view. In this collusion attack, the independent view regions of the

synthesized left view (generated using DIBR technique) is filled using hole filling

technique [9].

5.3.3 Discussion

In this work, watermark is embedded in the dependent view regions and the

robustness of the scheme depends how accurately the embedding regions are

detected at the time of extraction. This spatial synchronization has been achieved

in this work by selection of the similar dependent view regions from the left and

right views with respect to the disparity and original depth information. In

120



5.3 Experimental Results

1 1.4 1.8 2.2 2.6 3 3.4 3.8 4.2 4.6 5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Camera view number

H
a
m

m
in

g
 D

is
ta

n
c
e

 

 

Proposed 4X4
Proposed 8x8
Proposed 16x16
Lin 4X4
Lin 8X8
Lin 16X16
Kim
Kim*
Franco
Rana

(a) Aloe image

1 1.4 1.8 2.2 2.6 3 3.4 3.8 4.2 4.6 5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Camera view number

H
a
m

m
in

g
 D

is
ta

n
c
e

 

 

Proposed 4X4
Proposed 8x8
Proposed 16x16
Lin 4X4
Lin 8X8
Lin 16X16
Kim
Kim*
Franco
Rana

(b) Cloth1 image

1 1.4 1.8 2.2 2.6 3 3.4 3.8 4.2 4.6 5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Camera view number

H
a
m

m
in

g
 D

is
ta

n
c
e

 

 

Proposed 4X4
Proposed 8x8
Proposed 16x16
Lin 4X4
Lin 8X8
Lin 16X16
Kim
Kim*
Franco
Rana

(c) Plastic image

1 1.4 1.8 2.2 2.6 3 3.4 3.8 4.2 4.6 5
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Camera view number

H
a
m

m
in

g
 D

is
ta

n
c
e

 

 

Proposed 4X4
Proposed 8x8
Proposed 16x16
Lin 4X4
Lin 8X8
Lin 16X16
Kim
Kim*
Franco
Rana

(d) Average of Middlebury Stereo 2006
Datasets of 21 image

Figure 5.11: Hamming distance comparison of proposed scheme with existing
schemes [55, 62, 76, 101] against view synthesis attack at Stereo-JPEG compression at
quality 75 (where 1 & 5 defines the left and the right views and others are the interme-
diate synthesized views).

existing literature, it has been observed that if the embedding view and the

extraction view are not same, the watermark signal is degraded. Intuitively, if

the size of the embedding block is less than the disparity, the watermark signal

when extracted other than embedding view may be degraded. This may be

the cause that existing schemes are not performing well for the relatively large

disparity values. In the proposed scheme, since the block selection depends on the

disparity value (refer to §5.1.4 and 5.2.3), the extracted watermark signal is not

degraded even in case of large disparity values. This is the intuitive reason that

the proposed scheme outperforms other existing schemes [55, 62, 76, 101] when

embedding and extraction views are different as shown in Fig. 8, 9, 10 and 11.
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Figure 5.12: Hamming distance comparison of proposed scheme with existing
schemes [55, 62, 76, 101] against Stereo-JPEG compression for right view.

In other words, the selection of the similar dependent view regions from the left

and right views and embedding identical watermarks in those similar dependent

regions makes the scheme more robust than the existing literature against view

synthesis process as well as collusion attacks. Additionally, careful selection of the

watermark embedding strength and visual quality threshold makes the scheme

robust against Stereo JPEG compression and any other noise addition attacks.

Time Complexity Analysis: In this proposed scheme, the watermark is

embedded with the DC coefficients of the dependent regions of both the views.

To extract dependent view, DIBR is applied in pixels of the 3D image to generate

the synthesis left and right view from the given view. The time complexity for

dependent view generation is O(Ih×Iw), where Iw and Ih represent the image with
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Figure 5.13: Hamming distance comparison of proposed scheme with existing
schemes [55, 62, 76, 101] against Gaussian noise attack at Stereo-JPEG compression
at quality 75 for right view.

and height respectively. For embedding, n×n block wise 2D-DCT is used and the

DC coefficients are altered as the embedding rule. Using butterfly architecture,

1D-DCT can be computed with complexity of O(n log n) for n coefficients. So for a

n×n block, time complexity of 2D-DCT is O(n2 log n) [102]. In this watermarking

scheme, some blocks are selected for watermarking (refer to §5.1.5). In extreme

case, if all the blocks are selected for watermarking, ( Ih×Iw
n2 ) times of 2D-DCT need

to be done for embedding of watermark in each view image. As a result, the total

time complexity can be written as O(Ih× Iw + Ih×Iw
n2 n2 log n) ' O((Ih× Iw) log n)

for embedding of watermark with both the views. In this watermarking method,

the watermarking block size is limited to 4 × 4, 8 × 8 and 16 × 16. So the final
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Figure 5.14: Hamming distance comparison of proposed scheme with existing
schemes [55,62,76,101] against salt & pepper noise attack at Stereo-JPEG compression
at quality 75 for right view.

time complexity can be written as O(Ih × Iw).

5.4 Summary

In this chapter, a 3D image watermarking scheme is presented in multi-view stereo

representation. The main aim of the work was to secure the the image content

against view synthesis process (synthesis view attack) and collusion attack. In

this scheme, horizontally shifted spatially coherent dependent view regions of

the left and right view are embedded with identical watermarks to make the

scheme robust against synthesis view attack as well as the collusion attack. To

improve the robustness of the proposed scheme against image compression and
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Figure 5.15: Hamming distance comparison result after collusion attack on left image
using the right image of the proposed scheme with Lin & Wu’s scheme [55], Kim’s
scheme [76], Franco [62] and Rana’s scheme [101] against Stereo-JPEG compression
at quality 75 for right view (blocka = (Iw/8) × (Ih/8), blockb = (Iw/32) × (Ih/32),
blockc = linearly embed and blockd = 16× 256 ).

different noise addition attacks, a secret key is used to select the DC coefficients

of the selected 4 × 4, 8 × 8 and 16 × 16 blocks to embed the watermark. A

comprehensive set of experiments have been carried out to justify the applicability

of the proposed scheme over the existing literature against the different attacks.

In the next chapter, the dual tree complex wavelet transformation (DT-CWT)

features are used to develop a robust watermarking scheme for the DIBR-3D the

image representation.
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Chapter 6
View Invariant Watermarking Using
DT-CWT for DIBR-3D Image
Representation

It has been observed in §5, for extraction of the watermark, original depth is

required as a reference to generate the dependent region. For MVD [13] rep-

resentation the depth is transmitted with the reference view part, but in other

representation the where the reference depth is not available, the watermark may

not be extractable.

In recent time, depth image based rendering (DIBR) based 3D image repre-

sentation [1, 2] becomes popular due to its compression efficiency. It has been

observed in literature [7, 103, 104] that the efficient watermarking system for au-

thenticating DIBR 3D image encoding should consider situations not only where

both the virtual left and right views are illegally distributed as 3D content but

also where each single view, including the original center view, illegitimately

transmitted. Due to certain inherent features like pixel disparity and changes in

the depth image etc., the direct extension of existing conventional watermarking

schemes for 2D and stereo images [41–60] are not very useful for DIBR [6] based

encoding (as discussed in 1.3). In other words, the main challenge is to embed the

watermark in such a way that the watermark should resist the view generation
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process (it can be treated as a potential attack named as synthesis view attack)

of the DIBR technique.

As explained in the previous chapter (refer to §5), recent literatures on the

DIBR-3D image watermarking [55, 76], may not resist the view synthesis attack

efficiently. In watermarking scheme proposed by Lin and Wu [55], the embedding

block size is taken 8×8 and 16×16. Since the average disparity normally is around

200 pixels, embedding in smaller blocks such as 8×8 and 16×16 may not always

guarantee the accurate reconstruction of the watermark. In DT-CWT based 3D

watermarking scheme proposed by Kim et al. [76], for low resolution images,

having block size (Iw/8× Ih/8) (where Iw and Ih represent the width and height

of the image respectively), may not be able to resist the view synthesis attack

specially when the disparity is higher than the block width. Recently, Franco

et al. proposed a virtual view invariant frame by frame 3D video watermarking

scheme [62] where the watermark is embedded with the coefficients of each row

to make the watermarking scheme robust against synthesis view attack. The

row pixel positions may change with respective to the left and the right view

images due to the presence of independent regions. Franco’s scheme [62] didn’t

handle the above scenario at the time of embedding. Moreover, the row-wise bit

embedding may result in visual artefacts.

In summary, it has been observed in the literature (refer to §1.3) that most

of the existing schemes are vulnerable to the DIBR based view synthesis process.

Since center view image does not have the independent component corresponding

to its any of synthesized views [9], the watermark should be extracted from the

dependent regions of any synthesized views. So, separating dependent regions

from synthesized view, specifically at the time of watermark extraction, is an

important task. Another challenge for DIBR-3D representation is that the de-

pendent portion is visible to both the eyes. Hence the tampering of the dependent

regions for watermarking embedding will make visual degradation with respect

to HVS. In this work, a 3D image watermarking scheme is proposed to insert the

watermark bit with the center view images such that the watermark will sustain
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against view synthesis attack and different 3D attacks without make any visual

degradation with respect to HVS. Also, Using of DT-CWT will improve the ro-

bustness by maintaining the decent visual quality. This task is one of the major

contributions of this work which is done by an efficient zone selection scheme as

described in §6.2.1. A polar angle orientation based watermarking embedding

and extraction scheme are presented in §6.2.2 and §6.2.3 respectively. Finally,

the experimental results are presented in the §6.3.

6.1 Research Background

6.1.1 Rendering of DIBR-3D-Image

As discussed earlier in §1.1.2, DIBR-3D-image representation [1,2] becomes pop-

ular for its compression efficiency. In the time of viewing of the 3D image, the

independent region is only visible to either left or right view. So a visual discom-

fort may occur [3,104] for the existence of the independent view. On other hands,

perturbation in the independent regions may not substantially downgrade the im-

age quality with respect to the human vision [65, 100]. In this DIBR-3D-Image

representation, only centre view image and its depth map have been transmitted

to the receiver end where left and right views are rendered with the help of centre

view image, its depth and corresponding disparity [1] according to the Eq. 6.1

which is explained earlier in Eq. 1.1

XL = XC + disp TL
DXC

255

XR = XC − disp TR
DXC

255

(6.1)

where disp is the disparity, DXC
is the depth value of the center view image for

the location XC and XL & XR are the corresponding shifted locations for the left

and the right view respectively. T is the baseline distance between the reference

view to the synthesis view. The baseline distance is used to calculate the shift

in between the left and the right view pixels. In DIBR-3D representation, the

baseline distance of center view is taken as 0. As the disparity represents the
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maximum displacement between the left and the right view, the baseline distance

between the center view to the left and the right view is represented as T = 1/2

for rendering from center view to left and right view.

To obtained the left and the right views, canter view is rendered using the

DIBR technique. In this scenario, the common region (say the dependent region)

related to the left and the right views are obtained by the rendering process and

the independent regions are remained unavailable (due to the partial presence of

the independent regions in the center view as discussed in §1.1.2). As a result,

the unavailable regions creates holes in left and right views in DIBR-3D image

representation and filled up using the hole filling process [9] by the average values

of the boundary pixels [1] as shown in Fig. 6.1. It is observed that, due to the

Figure 6.1: Dependent and independent regions of synthesized left view of Aloe image
from center view

hole filling technique [9], the independent regions gives a horizontal line pattern

for the left and the right views of the DIBR-3D-image (refer to Fig. 6.1).

6.1.2 Dual Tree Complex Wavelet Transform (DT-CWT)

The complex wavelet transform [105] is the complex extension of the DWT using

a two-dimensional wavelet transform. Kingsbury [89–91] first presented the dual

tree complex wavelet transformation (DT-CWT) to analyse it’s shift invariant
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property. In real analysis of DT-CWT (say dual tree discrete wavelet transfor-

mation (DT-DWT)), two independent discrete wavelet transformations (DWTs)

are exploited for each tree. Two real dual tree wavelet coefficient (where the

second transform is done by picking the opposite samples of the first one) are

combined to generate the complex wavelet coefficients and can be represented as

ha + ihb where ha and hb are the real coefficients of the tree ‘a’ and tree ‘b’ as

explained in §2.4

According to Kingsbury [89–91], it is observed that the DT-CWT is invariant

to small shift or geometric distortion. Also, it is observed in the literature [76] that

the PSNR between center view and left (or right) view, is relatively better when

DT-CWT is used in comparison with DCT or FFT. Moreover, it is experimentally

observed that the change of the magnitude of the DT-CWT coefficients due to the

DIBR is very less as discussed in §2.4. For the shift of 16 pixels, the rate of change

of the energies is less than the ratio of 1.025 : 1 for the DT-CWT coefficients,

whereas energies of the DWT coefficient vary by up to 5.45 : 1 [91]. So insertion

of the watermark with the DT-CWT coefficients may improve the robustness

than DCT of FFT domain watermarking technique against DIBR based view

synthesis process. DT-CWT produces six filtered real and complex coefficients

at orientation angle 15◦, 45◦, 75◦, −75◦, −45◦, −15◦ ( let H1, H2, H3, H4, H5,

H6). A details description is depicted in §2.4 Fig. 6.2 with the real and complex

coefficients of DT-CWT. In the PSNR comparison, it is also observed in the

literature [76] that H1, H2, H5, H6 coefficients of DT-CWT are higher than that

of H3, H4 coefficients for the 2D-DT-CWT. It is also experimentally observed

that the PSNR between coefficient H2 and H5 shows highest similarity than any

other coefficient pairs for the 2D-DT-CWT [76]. These facts suggest us to embed

the watermark using the H2 and H5 coefficients i.e of orientation angle 45◦ and

−45◦ to improve the strength against the horizontal shift of the pixels during

DIBR process.

By observing the characteristics of the DT-CWT (as shown in Fig. 6.2), it

can be said that the values of H1, H6 is maximum and H3, H4 is minimum

131



6. VIEW INVARIANT WATERMARKING USING DT-CWT FOR
DIBR-3D IMAGE REPRESENTATION

15 45 75 -75 -45 -15
O O O O O O

15 45 75 -75 -45 -15
O O O O O O

Real DT-CWT coe�cients

Complex DT-CWT coe�cients

Original Image

Figure 6.2: DTCWT Coefficients representation line features

(very close to zero) for real and complex coefficients in a horizontal straight line.

Interestingly, an inverse relation has been observed for the vertical lines. Likely

an inverse effect is noticed at the original image due to change of the DT-CWT

real and complex coefficients which is Gabor like impulse response as shown in

Fig. 6.3. Also, by analysing the values of the DT-CWT coefficients as shown in

Fig. 6.3, it is observed that H3, H4 follow the Eq. 6.2 for horizontal line

H3R ≈ H4R

H3C ≈ −H4C

}
(6.2)

where H3R & H4R defines the real and H3C & H4C defines the complex part of the

H3, H4 coefficients respectively. Thus it can be said that for the polar orientation,

H3, H4 coefficients will follow the Eq. 6.3

|θH3 + θH4| ≈ π (6.3)

where θH3 and θH4 are defined the angle θ of the polar orientation, presented as
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(a) Inverse DTCWT of real and imaginary part

(b) Inverse DTCWT of combined real and imaginary part

Figure 6.3: Impact on original image due to change in DT-CWT wavelet coeffi-
cients [89]

meiθ for the coefficients H3, H4 respectively. Moreover, the magnitudes (m) in

the polar representation for the H2, H3, H4, H5 are near to zero (because of the

real and complex coefficients are near to zero) where for H2, H5 the magnitude

is minimum than other coefficients and the θ of the coefficients follow the Eq. 6.4

θH2 ≈ k
π

2
± θH5 where k = −2,−1, 0, 1, 2 (6.4)

where θH2 and θH5 are defined the angle θ of the polar orientation of the coeffi-

cients H2 & H5 respectively. So the embedding of watermark with the coefficients

H2 & H5 should be such a way that the procedure does not match the Eq. 6.4

which helps to remain imperceptible with respect to the human vision.

6.2 Proposed Scheme

In this proposed scheme, the watermark is embedded in the center view image

(or the main view), which is then used to render left and right view images for a

DIBR-3D representation. One of the main challenges of the proposed scheme is
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to make the scheme invariant to the view generation process such that it can be

efficiently extracted from any views rendered from the center view using DIBR

technique. So the primary goal of this work is to choose the embedding zone

such a way that view invariant watermarking can be achieved. In this scheme,

the shift invariant property of the DT-CWT [89, 90] transformation has been

exploited and selected DT-CWT coefficients of the carefully chosen center view

image zones are used for embedding. A zone selection process is illustrated in

§6.2.1 and watermark embedding and extraction algorithms are described in sub-

sequent subsections.

6.2.1 Zone Selection

In the DIBR-3D image representation, pixels can move horizontally towards left

or right direction for different views. To generate the synthesized left and right

views from the center view, depth parameter, and the disparity information are

used to detect the movement of each pixel as discussed in the previous section.

Due to this horizontal pixel movement during the view synthesis process, the

embedded watermark may degrade. In this work, this horizontal pixel movement

is handled by exploiting the shift invariant property of the DT-CWT process. In

other words, the DT-CWT coefficients of the center image are used for watermark

embedding such that the scheme becomes invariant to the horizontal pixel shifting

(view synthesis) process. To increase the robustness, 3rd level DT-CWT coeffi-

cients are used for embedding. As the watermark is embedded in the center view

image, independent regions of the corresponding left or right view image (which

essentially does not contain any watermark) should not be used for watermark

extraction, otherwise, the robustness of the scheme may degrade. To achieve this,

separate embedding and extraction zone selection schemes are explained in the

next subsections.
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6.2.1.1 Zone Selection for Embedding

To make the scheme robust against view synthesis process, a threshold based

embedding coefficient selection process has been employed in this work where ro-

bustness threshold (τ) is used to select the 3rd level of 2D-DT-CWT coefficients of

orientation angle 45◦ and −45◦ (H l3
2 , H l3

5 ). The magnitude (m) of the coefficients

are checked with the robustness threshold (τ) to satisfy the Condition 1.

if m > τ then
use for embedding

else
not use for embedding

Condition 1

In this work, by experimental observation, threshold (τ) is defined by the Eq. 6.5

τ =
Cavg
32

(6.5)

where Cavg is the average of all the pixels of the image.

In this proposed scheme, the number of coefficients selected for embedding

or extraction of the watermark, may not be always same because some of the

coefficients may not available in the synthesized view due to the DIBR view syn-

thesis process. These absent coefficients cause holes in DIBR-3D view generation

process. Due to the presence of holes in the synthesized views, watermark quality

can be degraded. To handle this problem, embedding coefficients (3rd level of 2D-

DT-CWT coefficients) should be filtered such a way that the noisy coefficients are

removed. As a result, the number of embedding and extraction coefficients may

not be equal. To handle this, 3rd level of 2D-DT-CWT coefficients in each row

are successively partitioned into 4 equal parts such that if there exist k number

of coefficients in jth row satisfy the Condition 1 then successively each k
4

num-

ber of coefficients of jth row will be used to accommodate for the unique set of

watermark bits.

6.2.1.2 Zone Selection for Extraction

In center view based embedding schemes, the watermark can be extracted either

from the original center view or from the synthesized left or right views. In a
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case of original center view (where the watermark is actually embedded), the

watermark extraction is very straight forward and just reverse of the embedding

process. In the case of synthesized views, the extraction process is a bit involved

as these views have two components, first, the dependent zone where watermark

bits are generally embedded and second is the independent zone where no water-

mark bits are embedded. So one of the important tasks is to accurately identify

the independent regions and removes them from watermark extraction process.

Essentially this task is bit easy when the watermark is extracted from the main

(center) view but is relatively complicated in synthesized views. In this work, the

peculiarity of DT-CWT coefficients has been capitalized to accurately identify

the independent zone coefficients. It is already explained (refer to §6.1.2) that in

the independent region, the magnitude of the DT-CWT coefficients of orientation

angle 45◦ and −45◦ is very close to zero due to the horizontal lines. In this case,

the threshold based approach (refer to §6.2.1.1 Condition 1) is used to remove the

independent regions and un-watermarked coefficients. Nevertheless, the proposed

approach may not be able to remove all the independent region coefficients as the

threshold checking is done at 3rd level of 2D-DT-CWT coefficients.

To remove the remaining independent region coefficients, a further checking

has been employed. It is experimentally observed that if 3rd level DT-CWT

coefficients follow the Eq. 6.3, 6.4 (the DT-CWT property as described in §6.1.2)

the corresponding 2D-DT-CWT coefficients should belong to the independent

region. For these case, Eq. 6.3 along with polar magnitudes (m) for H2, H3, H4

and H5 (the 1st level DT-CWT coefficients) are checked to decide whether the

corresponding coefficients belongs to independent zone or not.

6.2.2 Watermark Embedding

A random binary sequence (W ) is used as the watermark which is embedded

in the selected coefficients of the suitable embedding zone as discussed in the

previous section. A pair of two watermark bits (Wp) are embedded into each of
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the suitable coefficients of a partition as discussed in §6.2.1.1. For embedding

the 3rd level of DT-CWT coefficients of orientation angle 45◦ and −45◦ (say H l3
2

and H l3
5 respectively) are altered such a way that the embedding policy does not

match the independent zone selection characteristics. In this scheme, the polar

orientation angle θ of each H l3
2 , H l3

5 coefficients (θHl3
2

and θHl3
5

) are altered with

respect to the watermark bit pair. The corresponding embedding rule is depicted

in Fig.6.4. The embedding process is described in Eq. 6.6, 6.7
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Figure 6.4: Watermark embedding rule

H ′l32R = m2 (−1)WpL

H ′l32C = m2 (−1)WpM

}
(6.6)

H ′l35R = −m5 (−1)WpL

H ′l35C = −m5 (−1)WpM

}
(6.7)

where H l3
2R , H l3

2C and H l3
5R , H l3

5Care the real and complex part of the coefficient H l3
2

and H l3
5 respectively. m2 is defined the magnitude as m2 =

√
(H l3

2R)2 + (H l3
2C)2

successively m5 =
√

(H l3
5R)2 + (H l3

5C)2 and WpM & WpL are represented as the

MSB and LSB of the two consecutive bits of the watermark bit pair (Wp).

In the embedding scheme as depicted in Fig.6.4, the watermark bit pair “00”

represents 45◦, “01” represents 135◦, “10” represents −45◦, “11” represents −135◦

137



6. VIEW INVARIANT WATERMARKING USING DT-CWT FOR
DIBR-3D IMAGE REPRESENTATION

polar orientation angle of the coefficients H l3
2 and opposite quadrant for H l3

5 to

increase the robustness of the watermarking scheme.

Algorithm 11: Watermark Embedding (I,W ).

Input: I: Center view image and W : Watermark bit stream.
Output: WI :Watermarked center view image.
begin

1. 3rd level of DT-CWT is done on the original center view image (I)
to extract the high frequency coefficients.

2. As described in §6.2.1.1.

(a) Embedding zone selection is done on the 3rd level of DT-CWT
coefficients using the 6.2.1.1.

(b) In each row coefficients are partitioned in to four groups.

3. for Each coefficients partition do

(a) Using the embedding rule as described in Fig. 6.4 pair of wa-
termark bits are inserted with the selected coefficient using
Eq. 6.6, 6.7.

4. Inverse 3rd level of DT-CWT is done with the watermarked coeffi-
cients to generate the watermarked center view image (WI)

5. return (WI)

The step by step embedding scheme is narrated in Algorithm 11 and a block

diagram of the overall extraction process is depicted in the Fig. 6.5.

6.2.3 Watermark Extraction

In the proposed watermarking scheme, the watermark can be extracted from

any of the original or synthesized views. The extraction scheme is almost the

reverse of the embedding scheme. Using the quadrant of the polar orientation of

the coefficients, possible watermark bit is calculated for each part as shown in
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Figure 6.5: Watermark embedding block diagram

Eq. 6.8, 6.9

if π
2
> θ′

Hl3
2
≥ 0 then

W ′
00 = W ′

00 + 1;
if π > θ′

Hl3
2
≥ π

2
then

W ′
01 = W ′

01 + 1;
if 0 > θ′

Hl3
2
≥ −π

2
then

W ′
10 = W ′

10 + 1;
if − π

2
> θ′

Hl3
2
≥ −π then

W ′
11 = W ′

11 + 1;


(6.8)

if π
2
> θ′

Hl3
5
≥ 0 then

W ′
11 = W ′

11 + 1;
if π > θ′

Hl3
5
≥ π

2
then

W ′
10 = W ′

10 + 1;
if 0 > θ′

Hl3
5
≥ −π

2
then

W ′
01 = W ′

01 + 1;
if − π

2
> θ′

Hl3
5
≥ −π then

W ′
00 = W ′

00 + 1;


(6.9)

where W ′
00, W

′
01, W

′
10, W

′
11 are the possible watermark variable for watermark

00, 01, 10 and 11 successively. θ′
Hl3

2
and θ′

Hl3
5

are defined as the θ of the polar

orientation of the watermark coefficient.

Using the watermark variables the final watermark is calculated using the
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Eq. 6.10
if(Max(W ′

00, W
′
01, W

′
10, W

′
11) == W ′

00) then
W ′
p = 00

if(Max(W ′
00, W

′
01, W

′
10, W

′
11) == W ′

01) then
W ′
p = 01

if(Max(W ′
00, W

′
01, W

′
10, W

′
11) == W ′

10) then
W ′
p = 10

if(Max(W ′
00, W

′
01, W

′
10, W

′
11) == W ′

11) then
W ′
p = 11


(6.10)

where W ′
p is the extracted watermark bit for partition p. Finally the watermark

is accumulated to get the bit sequence of the extracted watermark W ′.

Algorithm 12: Watermark Extraction (WI).

Input: WI : Watermarked Image.
Output: W ′: Extracted watermark.
begin

1. 1st and 3rd level of DT-CWT is done on the watermarked image
(WI) to extract the high frequency coefficients.

2. As described in §6.2.1.2.

(a) Extraction zone selection is done on the 3rd level of DT-CWT
coefficients using the 6.2.1.1.

(b) Independent region is removed using the 1st and 3rd level of
DT-CWT coefficients using the Eq. 6.3, 6.4.

(c) In each row coefficients are partitioned in to four groups.

3. for Each coefficients partition do

(a) Using the embedding rule as described in Fig. 6.4 count the
possible pair of watermark bits by comparing the selected
coefficient using Eq. 6.8, 6.9.

(b) Calculate the final watermark bit (W ′) from the possible pair
of watermark bits using Eq. 6.10.

4. return (W ′)

After extraction of the watermark bit sequence, Hamming distance is used to

140



6.2 Proposed Scheme

Watermarked 

synthesis view 

1  level of 

2D-DT-CWT

3   level of 

2D-DT-CWT

st

Extraction 

zone 

selection
rd

Watermark 

extraction from 3  

level 2D-DT-CWT 
coefficients

rd

Authentication

Original 

Watermark

Figure 6.6: Watermark extraction block diagram

compare the extracted watermark bits (W ′) with the original watermark bits (W )

as described in §2.6.2 Eq. 2.10. The step by step extraction scheme is narrated

in Algorithm 12 and a block diagram of the overall extraction process is depicted

in the Fig. 6.6.

6.2.4 Robustness of the Proposed Scheme

The main contribution of the proposed scheme is to make the embedding zone

selection process robust against view synthesis process. In this concern, selection

of the DT-CWT coefficients makes a major role to impose the view invariance

characteristics. As discussed in §6.1.2 the shift of 16 pixels makes an effect of the

energies is less than the ratio of 1.025 : 1 for the DT-CWT high coefficients [91].

So using of 3rd level of DT-CWT makes the coefficient invariant to 64 pixels

(16 ∗ 2(3−1)) and the coefficients can be used for watermark extraction for very

less shift (say 64 pixels). For large shift, the location of the coefficients will not

be available. To improve the robustness against the large shift, the groups of

coefficients are used for embedding purpose (as explained in §6.2.1.1). To make

the scheme position invariant watermark is inserted into the group of coefficients

using the embedding rule in the §6.2.2 Fig. 6.4. As a result, the watermark can

be easily extracted after the view synthesis process (or shift of large pixels).

Another challenge is raised due to the hole-filling [9] process in the synthesis

view for DIBR-3D representation [1]. The independent regions of the synthesis

views are not available in the synthesis views are creates holes (means the original
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reference is not available in time of synthesis process). Those holes are filled by

averaging the boundary pixels [9] as explained in §6.1.1. Extraction of the wa-

termark from the synthesis view includes those independent unmarked pixels for

extraction and reduce the watermarking strength. in this scenario, the indepen-

dent regions are removed by analysing the 1st and 3rd level DT-CWT coefficients

as explained in §6.2.1. Here the horizontal lines are analysed and removed from

the watermarked extraction coefficients (because the hole filling regions creates

the horizontal line as explained in §6.1.1).

6.3 Experimental Results

The proposed scheme has been tested with the Middlebury Stereo 2006 Dataset

of 21 image [99] (refer to §2.7 Table 2.1). As the scheme is view invariant, the

watermark can be extracted from the center view as well as any of the synthesis

view. Also, the embedding and the extraction is independent of the depth map.

So the scheme can be robust against the baseline distance change of the depth.

In this work, the experiment is carried out using the 21 stereo image dataset,

where the view id‘1’ and view id ‘5’ are taken separately as the center view image

to increase the experiment dataset. Here for a single image the watermark bit is

inserted is Ih
8
∗ 4 ∗ 2 = Ih (3rd level of DT-CWT, 4 partition and 2 bit for each

partition) where Ih is the image height. For a high resolution image the payload

is more than 210. To justify the applicability of the proposed scheme, comparisons

are done with the recent existing schemes such as Lin & Wu’s scheme [55], Kim’s

scheme [76], Kim’s scheme* [76] and Franco’s scheme [62]. In the Kim’s scheme*,

the embedding sub-block is modified to (Iw/32) × (Ih/32) to make the similar

embedding payload as proposed scheme for comparison purpose.

6.3.1 Visual Quality

Here the degradation of the watermarked image of the proposed scheme is eval-

uated using different visual quality metrics such as Peak Signal-to-Noise Ra-
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tio (PSNR), Structural Similarity (SSIM) and Visual Information Fidelity, pixel

domain (VIFp) (as explained in §2.6). The visual quality comparison results of

the proposed scheme with the existing Lin & Wu’s scheme [55], Kim’s scheme,

Kim’s scheme* [76]and Franco’s scheme [62] are given in the Fig. 6.7, 6.8 and 6.9.
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Figure 6.7: PSNR comparison of the proposed scheme with existing schemes [55,62,76]
for Middlebury Stereo 2006 Dataset [99]
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Figure 6.8: SSIM comparison of the proposed scheme with existing schemes [55,62,76]
for Middlebury Stereo 2006 Dataset [99]
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Figure 6.9: VIFPcomparison of the proposed scheme with existing schemes [55,62,76]
for Middlebury Stereo 2006 Dataset [99]

From the Fig. 6.7, 6.8 and 6.9, it is observed that the proposed scheme gives

almost comparable (sometimes better) result for the PSNR, SSIM, VIFp against

the Lin & Wu’s scheme [55], Kim’s scheme, Kim’s scheme* [76] and Franco’s

scheme [62] for similar embedding payload. Also it is observed that for same

embedding payload, the proposed scheme gives better visual quality than that of

the existing schemes.

6.3.2 Robustness

The primary goal of this work is to make the proposed scheme invariant to views

generation process from the center view. Assuming the view synthesis using the

DIBR technique as an attack, robustness of the proposed scheme is compared

with the existing schemes [55, 62, 76]. Moreover, since most of the images are

being communicated in compressed format (such as JPEG), the robustness of the

proposed scheme against JPEG compression at different quality levels that of the

existing schemes and different noise addition attacks are also taken into account

in this subsection. In DIBR-3D representation, viewers can adjust the baseline to

a proper range (up to 10% of the image width). So the baseline distance change
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can be used as an attack for the DIBR-3D image representation. The robustness

of the proposed scheme is compared with the existing schemes [55,62,76] against

baseline distance change attack. Also in DIBR-3D representation, the depth can

be preprocessed to a blurred image or using DIBR technique, can be shifted from

its original position. For this kind of preprocessing depth attack, the robustness

of the proposed scheme is compared with the existing schemes [55,62,76].

In this scheme, a random bit stream is used to embed with the original cen-

ter view image. After different attack (view synthesis, JPEG compression, noise

addition, baseline distance change [76] and the depth preprocessing [76,80]) Ham-

ming distance between the extracted watermark and the original watermark is

determined which is used as a robustness metric where the smaller hamming

distance denotes the better robustness as shown in Fig 6.10-6.16.

From the Fig. 6.10, it is observed that the proposed scheme shows almost

negligible hamming distance for the center view as well as for the synthesized

view at different positions. Here the experiment is done using view id ‘1’ and

view id ‘5’ from the Middlebury Stereo 2006 Dataset as the center view separately.

Where left and the right views are synthesized using the given disparity and the

depth map. It is also observed that proposed scheme outperforms the existing

schemes [55,62,76] for different views.

From the Fig. 6.11, it is observed that the proposed scheme gives a better

result than the existing schemes [55, 62, 76] for JPEG compression quality from

20 to 100. The similar result can be observed for addition Gaussian noise (up to

variance 200) and the addition of salt & pepper noise (up to the density of 0.2)

as depicted in Fig. 6.12 and 6.13.

From the Fig. 6.14, it is observed that proposed scheme outperforms Lin’s

scheme [55] and Franco’s scheme [62] and comparable result with the Kim’s

scheme and Kim’s scheme* [76]. For a change of small baseline distance. For

larger baseline distance, proposed scheme outperforms the Kim’s scheme and

Kim’s scheme* [76].

Fig. 6.15 and 6.16 shows the result after depth modification attack. After
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Figure 6.10: Hamming distance comparison of the proposed scheme with existing
schemes [55, 62, 76] against view synthesis attack

depth modification, the watermark is extracted from the left and the right syn-

thesized views. Here it is observed that the Kim’s scheme and Kim’s scheme* [76]

can somehow handle the is the depth modification attack for the left and the right

view. Lin’s scheme [55] could not handle the depth modification attack. It is ob-

served that the proposed scheme can handle depth blurring as well as shifted

depth using DIBR technique.
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Figure 6.11: Hamming distance comparison of the proposed scheme with existing
schemes [55, 62, 76] against JPEG compression

6.3.3 Discussion

In this work, the watermark is embedded with the DT-CWT coefficients to make

the watermarking scheme view invariant. The spatial synchronization has been

achieved at the time of embedding and extraction of watermark for the shift

invariant property of the DT-CWT coefficients. To improve the shift invariance

characteristics of the proposed scheme, 3rd level of DT-CWT coefficients are used

for embedding. Moreover, in the time of watermark extraction, by analysing

the DT-CWT coefficients, hole filled regions (which does not contain watermark)

are shorted out to remove the noise of the watermark extraction. In existing
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Figure 6.12: Hamming distance comparison of the proposed scheme with existing
schemes [55, 62, 76] against addition of Gaussian noise

literature, it has been observed that if the embedding view and the extraction

view are not same, the watermark signal is degraded. Intuitively, if the size of the

embedding block is less than the disparity, the watermark signal when extracted

other than embedding view may be degraded. This may be the cause that existing

schemes are not performing well for the relatively large disparity values. In this

proposed scheme the selection of DT-CWT coefficients which are invariant to the

DIBR technique (refer to §6.2.1.1 and §6.2.1.2), the extracted watermark is not

degraded in case of large disparity as well as baseline distance change and depth

modification attack. Moreover, the robust embedding policy makes the proposed

scheme outperforms other existing schemes [55, 62, 76] for different attacks as
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Figure 6.13: Hamming distance comparison of the proposed scheme with existing
schemes [55, 62, 76] against addition of salt & pepper noise

shown in Fig. 6.10 - 6.16.

Time Complexity Analysis: In this proposed scheme, the watermark is

embedded with the DT-CWT coefficients of the center view. For embedding, 3rd

layer of DT-CWT is used to increase the robustness with respect to the synthe-

sis view. It is observed that, DT-CWT is a combination of 4 DWT [89–91] (as

discussed in §2.4). The time complexity for a 2D-DWT is O(IhIw) where Iw and

Ih represent the image with and height respectively. So the time complexity for

3rd layer DT-CWT is O(4IhIw + 4 Ih
2
Iw
2

+ 4 Ih
4
Iw
4

) ' O(IhIw). in zone selection

method (as discussed in §6.2.1), all the coefficients are checked for validate the

embedding threshold. For embedding the DT-CWT coefficient values are altered

149



6. VIEW INVARIANT WATERMARKING USING DT-CWT FOR
DIBR-3D IMAGE REPRESENTATION

0 1 2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

0.5

Baseline distance %

H
am

m
in

g 
di

st
an

ce

 

 

Proposed
Lin 4X4
Lin 8X8
Lin 16X16
Kim
Kim*
Franco

Figure 6.14: Hamming distance comparison of the proposed scheme with existing
schemes [55, 62, 76] against baseline distance change attack

(as explained in §6.2.2) for watermark insertion. For worst case all the coeffi-

cients 4 Ih
8
Iw
8

may participate for embedding. So the total time complexity can

be written as O((IhIw) + 4 Ih
8
Iw
8

+ 4 Ih
8
Iw
8

) ' O(IhIw). For inverse DT-CWT the

tome complexity is O(IhIw). Hence the final time complexity can be written as

O(IhIw).

6.4 Summary

In this chapter, a DT-CWT based watermarking scheme has been proposed to

resist the synthesis view attack during the DIBR-3D representation of the 3D

image. Separating dependent coefficients from independent coefficients for syn-

thesized view for correct watermark extraction is one of the main contributions

of this chapter. Moreover, a threshold based embedding zone selection has made

the scheme more robust against view synthesis process. To increase the robust-

ness, 3rd level 2D DT-CWT has been used for watermark embedding and a novel

polar orientation based watermarking embedding and extraction scheme is imple-

mented to make the scheme invariant to coefficient loss during the DIBR process.
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(b) Average of left and right view

Figure 6.15: Hamming distance comparison of the proposed scheme with existing
schemes [55, 62, 76] against blurring depth modification attack

The experiment results shows the applicability of the proposed scheme over the

existing schemes.
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(b) Average of left and right view

Figure 6.16: Hamming distance comparison of the proposed scheme with existing
schemes [55, 62, 76] against depth modification attack using DIBR technique

152



Chapter 7
Conclusion and future work

7.1 Summary of the Contributions

With the recent upgradation of the 3D display devices and the advance coding

policies, the 3D media become very popular. As a consequence, securing 3D

images and video become and important requirement for secure media transmis-

sion. In this dissertation, different robust 3D images and video watermarking

schemes are addressed for different 3D representations and 3D compressions. A

brief summary of contributions made toward these is provided below.

It has been observed in the literature that the existing 3D image and video

watermarking schemes fails to meet the three basic requirements in MVD rep-

resentation, firstly securing the independent regions (say the uncommon regions

of the left and the right view) as well as the dependent regions (say the com-

mon regions of the left and the right view) of the video sequence secondly, and

finally and most importantly the intermediate synthesis views obtained using

DIBR technique.

7.1.1 Robust Watermarking for MVD Representation against
3D-HEVC Compression and View Synthesis Attack

In the first contributory chapter of this dissertation, two 3D video watermarking

schemes have been proposed against MVD based compression. In the first phase
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of this work, a watermarking scheme has been proposed to secure the Z-axis

(say independent region) of the 3D video scheme against MVD based 3D-HEVC

compression process. The block DCT coefficients of the temporal filtered Z-axis

is used to increase the robustness of the watermarking scheme. To justify the

applicability of the proposed scheme over the recent existing scheme, a set of

experiments has been carried out for different video sequences by maintaining

the parameters similar with the 3D-HEVC compression.

In the second phase of contribution, an improvement of the first scheme has

been proposed by securing the dependent view and intermediate synthesis views

using the shift invariant property of the DT-DWT coefficients. To make the

scheme robust against 3D-HEVC compression attack, motion compensated tem-

poral filtering is used over the synthesized center view. A watermark is inserted

with the 3rd level 2D DT-DWT coefficients of the temporally filtered center view

sequence to achieve the robustness against view synthesis process using the DIBR

and collusion attack. The experimental results demonstrate the applicability of

the proposed scheme over the existing methods.

7.1.2 Watermarking in Depth Information of 3D Image
and Video Sequences against Depth Attack

In the 3D image and video sequences, depth informations have the same impor-

tance as the view part. As discussed in the introduction, depth information is

used to generate the 3D vision with the view part in MVD and DIBR-3D rep-

resentation. Hence, depth information is also required to be secured as the view

content. As discussed in the literature, the existing depth based watermarking

schemes are not sustainable against view synthesis attack.

In this chapter, two 3D depth watermarking schemes are presented for the

images and video in the DIBR-3D and MVD representation respectively. In the

first work, depth of the DIBR-3D images are watermarked such a way that the

embedded locations do not make any visual artefacts with respect to HVS. The

foreground object removal using the semantic segmentation method, improves
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the visual quality and the robustness of the scheme. A novel SIFT location

based watermark embedding policy is used to improve robustness against view

synthesis attack. A comprehensive set of experiments has been carried out to

justify the applicability of the proposed scheme over the existing literature against

the different attacks.

In the second phase of work, the depth image watermarking scheme on DIBR-

3D representation is extended for the 3D video sequences in MVD representation.

Here the watermark is inserted in the synthesized center view depth to cover the

dependent regions of the left and the right depths. The foreground removal

is done using the center view to make the embedding scheme imperceptible to

HVS. Moreover, SIFT location based watermark embedding policy is used on the

embeddable locations of the center view depth to improve robustness against view

synthesis attack. Moreover, the connected pixels based embedding after motion

compensated temporal filtering, improves the robustness of the scheme against

3D-HEVC compression as well as frame dropping attack. It is experimentally

shown that the proposed scheme performs well against the different attacks on

the depth sequence and outperforms the existing related scheme.

7.1.3 Depth-based View Invariant Blind 3D Image Wa-
termarking for Multi-view Representation

From the previous contributions and the existing literature, it has been observed

that the 3D watermarking scheme can be improved to sustain against view syn-

thesis and different image processing attacks. In the third contribution of this

dissertation, a 3D image watermarking scheme is presented in multi-view stereo

representation. The main aim of the work was to secure the image content

against view synthesis process (synthesis view attack) and collusion attack. In

this scheme, horizontally shifted spatially coherent dependent view regions of the

left and right view are embedded with identical watermarks to make the scheme

robust against synthesis view attack as well as the collusion attack. To improve

the robustness of the proposed scheme against image compression and different
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noise addition attacks, a secret key is used to select the DC coefficients of the

selected 4×4, 8×8 and 16×16 blocks to embed the watermark. The effectiveness

of the scheme is experimentally justified against the view synthesis process and

different image processing attacks.

7.1.4 View Invariant Watermarking Using DT-CWT for
DIBR-3D Image Representation

Like the MVD representation, the robust watermarking scheme should be avail-

able for the DIBR-3D representation. In the final contributory chapter of this

thesis, a DT-CWT based watermarking scheme has been proposed to resist the

synthesis view attack during the DIBR-3D representation of the 3D image. Sep-

arating dependent coefficients from independent coefficients to achieve noise free

watermark extraction is one of the main contributions of this work. Moreover,

a threshold based embedding zone selection scheme has made the scheme more

robust against view synthesis process. To increase the robustness, 3rd level 2D

DT-CWT is used for watermark embedding and a novel polar orientation based

watermarking embedding and extraction scheme is implemented to make the

scheme invariant to coefficient loss during the DIBR process. A set of experi-

ments has been carried out to prove the efficiency of the scheme over the existing

literature against view synthesis and the depth blurring, depth modification at-

tacks.

A brief summarization of the proposed schemes in each contributory chapter

is presented in the following Table 7.1.

7.2 Future Research Scope

The present study is mainly restricted for the uncompressed domain 3D image

and video watermarking and thus the proposed schemes are a bit slow because of

decoding and further re-encoding. So the equivalent study in the compressed do-

main may be an interesting future scope. Also, this research never consider image
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Table 7.1: Summarization of the the proposed approaches.

Contribution Strategy employed Attack countered Performance

MVD based video
watermarking

a) Embedding of watermark
with motion compensated
Z-axis coefficients

3D-HEVC compression
Robust than
existing scheme in
MVD representation

b) Embedding of watermark
with motion compensated
center view coefficients

3D-HEVC compression,
view synthesis attack,
collusion attack

Robust than previous
and existing scheme in
MVD representation

Depth watermarking
of 3D images and video

a) Embedding of watermark
in less HVS sensitive
depth region of center
view image

Image compression,
depth baseline distance change,
depth noise addition attack

Robust than
existing scheme in
DIBR-3D representation

a) Embedding of watermark
in less HVS sensitive
depth region of center
view image

3D-HEVC compression,
depth baseline distance change,
frame dropping attack

Robust than
existing scheme in
MVD representation

Multi view 3D
image watermarking

Embedding of watermark
in the common regions
of left and right view
image

Image compression,
noise addition,
view synthesis,
collusion attack

Robust than
existing schemes in
multi view image
representation

DIBR-3D image
watermarking

Embedding of watermark
in the DT-CWT coefficients
of center view image

Image compression,
noise addition,
DIBR-view synthesis,
depth blurring,
depth modification,
collusion attack

Robust than
existing scheme in
DIBR-3D image
representation

or video content for watermark zone selection or embedding, so content based 3D

image and video watermarking can be an improvement over the present schemes.

Furthermore, finding a suitable robust region in n-view representation will be a

interesting research topic. Here the watermarking schemes are represented and

tested in the environment of 2 views. Later the schemes can be extended in the

environment of surround view schemes.
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