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Abstract

Power Distribution has become a challenging issue in System-on-Chip (SoC) design. Generally, a

power grid network is created for the distribution of power from the power pads to all the underlying

functional blocks. During the process of power distribution, the power grid lines suffer from IR drop

and electromigration (EM) issues. The IR drop occurs due to the metal resistance of the power grid

lines. Due to the IR drop, functional blocks don’t get proper supply voltage. If the voltage level of

functional blocks goes below a certain threshold, these blocks may malfunction. Similarly, due to EM,

there is a transfer of momentum from electrons to metal atoms, and movement of metal atoms happens

from one site to another. Due to the movement of metal atoms, resistances of the metal lines, change

and issues occur in power distribution. In some cases, movement of metals may create a discontinuity

in metal lines, creating an open circuit. In other instances, metals may be deposited joining two metal

lines, making short circuit connections in the power grid network, which may change the functionality

of the power grid network.

Present methods of designing power grid are time-consuming as it checks for IR drop and EM

violations over many iterations of the design cycle. There is a need to optimize the design cycle in

order to have a fast sign-off of the power grid design stage, for future complex and intricate designs.

Therefore, in this thesis, we have provided solutions to overcome these power grid design challenges

using AI/ML approaches. In our first work, we have proposed a probabilistic solution for the power

grid analysis problem, with which voltages of the circuit can be obtained efficiently. We employ a

Lévy flight-based jumping strategy for finding the solutions to the power grid networks. Our proposed

solution is faster with the same level of accuracy than its previous works.

In our second work, design space exploration (DSE) for obtaining critical optimum power grid

design is proposed using a heuristic approach. We have obtained that IR drop and metal routing

area are two crucial and conflicting design objectives for power grid network. We incorporate an

evolutionary computation-based heuristic to obtain the trade-off between IR drop and metal routing

area of power grid network. Our proposed DSE framework helps designers get an idea about initial

critical design parameters to speed up the design flow.

In our third work, we use machine learning approaches for the power grid design problem. Our

objective of this work is to predict the power grid interconnect widths of all interconnects while satis-



fying certain constraints. We engage deep neural network-based machine learning techniques for the

width prediction task, formulating it as a regression problem. The neural network is trained using the

dataset created using standard power grid benchmarks. Our proposed framework achieves a significant

speedup over the traditional approach with an acceptable accuracy limit.

In the final work, we propose an electromigration-aware lifetime of the power grid network during

the design time using a machine learning technique. In this work also, we use deep neural network-

based machine learning techniques for the lifetime prediction of power grid network, formulating it as

a regression problem. In this case, the neural network is also trained using the dataset created using

standard power grid benchmarks. Our proposed approach is faster than the state-of-the-art aging

prediction models and closest to the accurate state-of-the-art physics-based model. Overall from our

thesis work, we have discovered that AI/ML approaches can be a good alternative for the traditional

power grid design approaches, which is fast and can speed up the overall design cycles for future

intricate SoC design.
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1. Introduction

The design of high-performance chips in the semiconductor industry involves a vast human work-

force, which also requires a substantial amount of time for realizing the design specifications. Following

the market trends, the semiconductor industry advances with new efficient technology nodes in every

alternate year. Therefore, it is imperative to reduce the design cycle time so that the chip design for

the present technology node can be manufactured well before the subsequent technology node evolves

into the market. Otherwise, the design may become obsolete once the new technology node appears in

the market. Therefore, to reduce human efforts in the design cycle and to cope with the pace needed

for chip designs, automating/semi-automating, the design process is required. Artificial Intelligence

(AI) and Machine Learning (ML) can play a massive role in the automation process of the chip design

cycle. In this thesis, we study different roles of AI and ML in some of the crucial aspects of the chip

design.

In contrast to the natural intelligence posed by humans, artificial intelligence is a generic term

that denotes the intelligence a system or a machine poses. This intelligence can be derived by sta-

tistical learning, probabilistic learning, heuristic learning, optimization learning, learning from data,

or learning from reasoning, perception, planning. Among different AI techniques, machine learning

denotes those classes of intelligence where a system learns from its previous experiences. In this thesis,

we have discussed how different learning techniques can be implemented to improve chip design tasks,

especially how AI and ML can be adapted to improve the design of on-chip power grid interconnects.

Power Grid

Power Pad1.8V,

Blocks

Networks

Functional

Figure 1.1: A representational view of on-chip power grid network connected with the functional blocks.
These functional blocks are consist of transistors-based circuits.

On-Chip power grid interconnects are the metallic interconnects within a chip that is used to deliver
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power supply voltage from the power supply pads to the underlying transistors as shown in Figure 1.1.

The major challenges faced during power transfer are the following two:

• IR drop: It denotes voltage drop that occurs across metallic interconnects when current is

passed through it. If the IR drop exceeds a certain threshold, the underlying transistors do not

get the adequate voltage that is intended by it.

• Electromigration : It is the movement of metal atoms due to the exchange of momentum from

the electrons to the metal atoms. A higher current density causes it. Due to the electromigration

voids and hillocks are formed in the metal lines, which can short circuit or open circuit some of

the metal interconnects causing malfunctioning of the chip.

If these above two challenges are not handled during the design time, the chip may malfunction, or

the chip’s longevity is reduced. This decreases the reliability of the chip. The conventional way of

Figure 1.2: On-Chip Power Grid Design Flow

on-chip power grid design is shown in Fig. 1.2. The primary design challenge in the design of the power

grid interconnects is that it takes a huge amount of circuit analysis time for a large-scale power grid

network. Further, iteratively it needs to perform circuit analysis in order to optimally find the widths

of the power grid interconnects. This increases the design cycle time. Also, it consumes a significant

working hour. Therefore, in this thesis, we have demonstrated different AI and ML techniques to

improve the power grid interconnects’ design cycle.

3



1. Introduction

1.1 Motivation of the Research Work

In VLSI physical design, the power planning phase is a crucial stage where power grids are designed

even before the placement of underlying functional blocks or macros or intellectual property (IP) blocks,

as shown in Figure 1.2. With VLSI technology’s advancement, the modern-day System-on-Chips (SoC)

are becoming denser with more functional blocks per unit area. Due to the scaling down of supply

voltage and an increase in power demand with the integration of many functional blocks in an SoC,

verifying power grids have become essential than ever to check whether all the functional blocks are

getting adequate power [8]. Generally, the issues faced during the power distribution process are IR

drop (voltage drop) and Electromigration related reliability issues, as discussed previously. IR drop is

generated due to the inherent parasitic resistances, capacitances, and inductances of the metal lines

of the power grid network. Further, the simultaneous switching of multiple functional blocks creates

a significant time-varying IR drop. Moreover, electromigration deposits metal on the power grid and

changes its resistance. This electromigration-induced increase in the metal resistance of the grids can

also generate IR drop [9]. Consequently, due to the ill-suited design techniques, if the IR drop exceeds a

certain threshold level, some functional blocks may not work correctly, which may cause malfunction of

the entire SoC. Furthermore, Electromigration based reliability issues can short circuit or open circuit

some portion of the metal lines over a long duration of time, which would surely decrease the lifetime

of the chip.

The present methods of dealing with IR drop and Electromigration sign-off are a time-consuming

process that involves many iterations in order to produce reliable power grid designs. As time pro-

gresses, designs are getting more complex and large. Present methods of IR drop and Electromigration

sign-off take a considerable amount of time for larger designs and increase the design cycle time. So,

it is necessary to reduce the design cycle time in order to meet the targeted design timeline for future

intricate designs. Therefore, an improvement in design techniques is required for fast sign-off and reli-

able design of the power grid network in the power planning phase. The design cycle improvement can

be incorporated if we have an efficient circuit analysis method for the power grid. It is also necessary

to obtain a design trade-off of the critical parameters of the power grid to help the designers with

an initial approximate design, which reduces the time for searching optimal parameters. It is also

desirable to handle the Electromigration issue during the design cycle, for which it is helpful if the

power grid network’s accurate lifetime time can be predicted during the design time instantly.

4



1.2 Contribution of the Thesis

Moreover, recent Intelligent Design of Electronic Assets (IDEA) program sponsored by DARPA in

2018 [10], focuses on creating a “no human in the loop”, 24-hour turnaround layout generator for System-

On-Chips, System-In-Packages, and Printed Circuit Boards. The objective of the IDEA program is

to provide a path to the accelerated development of next-generation electronic systems without the

requirement for a large human workforce, reducing the cost and complexity barriers associated with

leading-edge electronic system design.

Henceforth, this thesis focuses on studying the issues related to large-scale power grid design in de-

tail and presents some new approaches using AI and ML techniques. Firstly, a faster and more effective

power grid analysis technique is proposed, reducing the solving time of the circuit and reducing the

design cycle time. Further, it attempts to design the power grid interconnects more efficiently with AI

techniques with the optimum trade-off. Furthermore, this study includes machine learning techniques

for power grid design and Electromigration-aware aging prediction of the power grid network. Overall

all the proposed works of the thesis help the power grid designer to obtain an initial idea of different

design metrics and to handle the reliability issues in the process of designing cost-effective as well as

reliable chips.

1.2 Contribution of the Thesis

This research aims to improve the power planning phase of the VLSI physical design in terms of

fast design sign-off and to deal with the different reliability issues due to ill-suited design techniques.

To incorporate fast sign-off, we have adopted various AI techniques, including probabilistic learning,

heuristic learning, and machine learning approaches. While adopting these techniques for power grid

design, reliability issues and yield are also taken care of, so that proper reliable design of power grid

design can be obtained using the proposed approaches.

The significant contribution of the thesis is listed in four parts, which constitutes a chapter of the

thesis each:

(i) The thesis’s first contribution presents a fast power grid analysis method using the Lévy flight-

based probabilistic learning principle to identify the IR drop, i.e., hotspots of a power grid

network. Here, the basic idea of the proposed method is to transform the power grid network in

a graph. Subsequently, traverse the power grid network following the Lévy distribution in order

to find node potentials of the power grid network, from where the nodes affected from the voltage

5



1. Introduction

drop noise can be located.

(ii) For the better design of the power grid, there is a need to minimize the voltage drop (IR drop)

without violating the reliability constraints. Simultaneously, the yield of the design must not

reduce. Therefore, in our second contribution, design space exploration is proposed using heuristic

learning approaches to obtain the optimum design trade-off for the power grid interconnects.

(iii) In the third contribution, for the first time, we introduce a deep learning (DL)-based framework to

approximately predict the initial design of the power grid network, considering different reliability

constraints. The proposed framework reduces many iterative design steps and speeds up the total

design cycle. Neural Network-based multi-target regression technique is used to create the DL

model.

(iv) In the last contribution, for the first time, we propose a machine learning approach to obtain the

EM-aware aging prediction of the PG network. We use neural network-based regression as our

core machine learning technique to instantly predict the lifetime of a perturbed PG network.

Our proposed methods of the thesis are tested on IBM power grid benchmarks [3] and industry-

based power grid benchmarks. Experimental results on these power grid benchmarks demonstrate

effectiveness of the proposed approaches. Our results are also compared with state-of-the-art results,

which showcase that our proposed methods are better in many scenarios for designing the power grid.

More about the proposed works are mentioned below:

1.2.1 Power Grid Analysis using Probabilistic Approach

Generally, power grid network is modeled as the RLC circuit to detect the hotspots. Hotspots are

the affected areas of the power grid network where the voltages level goes below a specific threshold

value. Hotspots are generated due to the voltage drop across the metal lines known as IR drop.

Hotspots are identified as those nodes whose voltage values drop below a specific threshold value.

Therefore basic circuit analysis methods are used in the literature to detect the hotspots. However,

with the increase in the size of the circuit, the traditional methods of the literature are not able to

perform circuit analysis in an effective way, resulting in huge time and memory resource consumption.

Therefore, researchers have used heuristic-based methods such as Random walk [11] to perform circuit

analysis, which has become very famous among the research community. To make circuit analysis

6



1.2 Contribution of the Thesis

more faster and effective, a method based on Levy Random Walk is used in this thesis in Chapter 3 to

detect the hotspots created by the voltage drop. Circuit analysis consists of steady-state analysis and

transient analysis. In this thesis, we have only considered steady-state analysis. In the steady-state

analysis, only the resistive elements of the circuits are considered. From the resistive electric networks,

linear system of equations are formed GV = I where G, V , and I are the conductance matrices,

voltage vectors and current vectors respectively, which is then solved using traditional solvers such as

Gaussian Elimination, Gauss-Jordan etc. Random walk-based heuristic method is also used to solve the

linear equations system in an analogous way, which has shown better performance in circuit analysis

with respect to time than the traditional solvers within the acceptable limit of error. However, one

demerit of it is that Random Walk depends on the random probability values to find the Vdd homes,

so it may keep traversing into some closed loop of nodes without finding the destination home, which

unnecessarily increases the solving time of power grid network. To make the circuit analysis faster,

in Chapter 3, Levy Random Walk method is employed which uses jumping from one node to the

other to make the traversal of the whole power grid network faster and reduces time significantly.

Our proposed solution also removes the problem of trapping in a loop of nodes. To compensate for

any kind of error due to the introduction of Levy Random walk, effective resistance between two

points of the power grid is calculated and embedded in the equations of random walk. Finally, the

performance of the proposed scheme is validated on standard power grid benchmarks, which shows

significant speedup. Experimental results show that the proposed method demonstrates remarkable

performance improvement over state-of-art solutions with acceptable accuracy loss (≤ 4%).

1.2.2 Design Space Exploration of Power Grid using Heuristic Approach

This work deals with design space exploration of different critical power grid design objectives

with the help of heuristic approaches. The design of the power grid network (PGN) of a VLSI chip

is a challenging task because of increase in network complexity. Due to presence of resistances of the

metal lines of the PGN, voltage drops occur in the form of IR drop, which can change the voltage

level of underlying logic circuits, resulting in malfunction of the System-on-Chip (SoC). The IR drop

also depends upon different reliability constraints, and violation of those constraints can deteriorate

the IR drop much more. Subsequently, a significant objective while designing a PGN is to reduce the

IR drop without violating the reliability constraints. IR drop also affects timing of the critical path

of the circuits. Over the past two decades, several works have been proposed to optimize the PGN
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by minimizing metal area considering the IR drop as a design constraint. One of the widely accepted

IR drop minimization practices is by increasing the metal widths, which in turn increases the metal

area. As a result, area of the chip increases, which manifests that the primary design objectives, i.e.,

IR drop, and metal routing area, are conflicting in nature. Therefore, these two conflicting design

objectives need to be accommodated while designing the PGN in order to optimize reliability and

yield of the chip. In this work, for the first time, we propose a multiobjective design space exploration

framework for the power grid design, which deals with reliability and yield. We have studied various

aspects of design to determine a trade- off between these two critical conflicting design objectives by

developing an optimization framework using the evolutionary algorithmic technique. Results on the

standard power grid benchmarks demonstrate that our proposed framework helps in a reliable PGN

design with high yield. This work is described in detail in Chapter 4.

1.2.3 Power Grid Design using Machine Learning

In this proposal, we describe how the machine learning approach can be incorporated for designing

reliable on-chip power grid. With increase in the complexity of chip designs, VLSI physical design has

become a time-consuming task, which is an iterative design process. Power planning is that part of

the floorplanning in VLSI physical design where power grid networks are designed in order to provide

adequate power to all the underlying functional blocks. Power planning also requires multiple iterative

steps to create the power grid network while satisfying allowed worst-case IR drop and Electromigration

(EM) margin.

For the first time, this work introduces deep learning (DL)-based framework to approximately

predict initial design of the power grid network, considering different reliability constraints. The

proposed framework reduces many iterative design steps and speeds up the total design cycle. Neural

Network-based multi-target regression technique is used to create the DL model. Feature extraction is

done, and training dataset is generated from the floorplans of some of the power grid designs extracted

from IBM processor. The DL model is trained using the generated dataset. The proposed DL-based

framework is validated using a new set of power grid specifications (obtained by perturbing the designs

used in the training phase). The results show that the predicted power grid design is closer to the

original design with minimal prediction error ( 2%). The proposed DL-based approach also improves

the design cycle time significantly with a speedup of ∼6× for standard power grid benchmarks. From

the IR drop shown in Chapter 5, it can be understood that the predicted IR drop map using the
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1.2 Contribution of the Thesis

Table 1.1: Summary of the contribution of the thesis and its prior works

Domain Prior Art This work
Power Grid Analysis

(Chapter 3)
Steady-state analysis Random Work, Gauss-Seidel Approach Levy Flight-based Probabilistic technqiue

Power Grid Optimization

(Chapter 4)
Design Space Exploration

Signle objective DSE

(Simple Linear Programming)
Multi-objective DSE Heuristic technique

ML in Power Grid Design

(Chapter 5)
Metal width prediction Conventional approach ML-based technique is introduced

ML in EM aging prediction

(Chapter 6)
MTTF prediction Physics-based EM model ML-based technique is introduced

learning framework is almost similar to the IR drop map created by the conventional approach. This

work is described in detail in Chapter 5.

1.2.4 Aging Prediction of Power Grid Design using Machine Learning

In this section, our proposed work depicts a machine learning approach for computing lifetime of the

power grid network in its design phase. With the advancement of technology nodes, Electromigration

(EM) signoff has become increasingly difficult, which requires a considerable amount of time for an

incremental change in the power grid (PG) network design in a chip.The traditional Black’s empirical

equation and Blech’s criterion are still used for EM assessment which is a time-consuming process.

In this work, for the first time, we propose a machine learning approach to obtain the EM-aware

aging prediction of the PG network. We use neural network-based regression as our core machine

learning technique to instantly predict the lifetime of a perturbed PG network. The performance and

accuracy of the proposed model using Neural Network are compared with the well-known standard

regression models. We also propose a new failure criterion based on which the EM-aging prediction

is done. Potential EM-affected metal segments of the PG network are detected by using a logistic-

regression based classification machine learning technique. Experiments on different standard power

grid benchmarks show a significant speedup for our machine learning model compared to the state-of-

the-art models. The predicted value of MTTF for different power grid benchmarks using our approach

is also better than some state-of-the-art MTTF prediction models and comparable to the other accurate

models. This work is described in detail in Chapter 6.

Contributions of the thesis with their prior works are listed in Table 1.1.
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1. Introduction

1.3 Organization of the Thesis

The rest of thesis is organized as follows:

Chapter 2 provides a brief discussion about state-of-art works on VLSI on-chip power grid design,

including the details of different standard machine learning and optimization techniques used in the

thesis.

Chapter 3 proposes a new power grid analysis method using the Lévy flight-based technique.

Finally, the performance of the proposed scheme is validated on standard power grid benchmarks,

which shows significant speedup.

Chapter 4 deals with the optimization of different critical power grid design objectives with the

help of evolutionary computing techniques.

Chapter 5 describes the adaptation of machine learning approach in on-chip power grid design.

Chapter 6 shows a machine learning approach for computing the lifetime of the power grid network

in its design phase.

Chapter 7 includes summarization of the contribution of thesis and a few possible future works.
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2. Background: On-Chip Power Grid, AI/ML Approaches

2.1 Introduction

This thesis is oriented towards design of the on-chip power grid network of high performance

integrated circuits. The previous chapter provided a view of challenges in the power grid design.

In this background chapter, we present a brief introduction to definitions related to the on-chip

power grid design. Firstly in Section 2.2, we have described the total power grid design phase in detail.

Starting from the power grid modeling, power grid analysis, power grid optimization, and power grid

aging prediction. This section also includes fundamentals of electromigration and related physics-based

aging models. ÂăIn Section 2.3, we review classical approaches of the power grid design. Firstly, we

review the power grid analysis methods; next, we review conventional power grid design approaches.

We also discuss works related to electromigration aware aging predictions. In Section 2.4, we describe

about AI/ML techniques. AI/ML techniques majorly classified in probabilistic learning, metaheuristic

learning, and machine learning. All these three learning approaches are also described. In Section

2.5,learning-based power grid design approaches are described.

2.2 On-Chip Power Grid Design

2.2.1 Overview

Designing reliable PGN is the main aim of the power planning phase of VLSI Physical design.

Power planning is a vital step in the design of a VLSI chip. Power planning phase consists of many

steps, which is explained in the Figure 1.2. Initially, the floor-planning of the PGN is done and the

metal lines of the power grid are formed according to the floorplan. Thereafter, the PGN is undergone

early stage power grid analysis. PGN is extracted from the real designs and approximated circuit

models are used to produce SPICE netlists. Subsequently, power grid analysis (IR drop analysis) is

performed to obtain an early estimation of voltages and currents of the power grid, considering current

sinks as the underlying circuits. From early stage power grid analysis the hotspots created by the

IR drop can be located which may suffer from IR drop violations. Those violated regions are fixed

by optimizing different parameters of the PGN, especially widening metal widths around the violated

regions.
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2.2 On-Chip Power Grid Design

2.2.2 Power Grid Model

A representation of floorplan of an SoC and its PGN connection with the functional logic blocks

is shown in Figure 1.1. For our study in this thesis, a steady-state equivalent circuit model of the

PGN is used, which is shown in Figure 2.1. The model includes only resistances of the metal lines

ignoring all other parasitic effects and constructing a grid of resistances, Âăas shown in Figure 2.1.

The functional blocks are modeled as the constant current sources connected to the ground, as shown

in Figure 2.1. Similarly, for modeling the ground network, the direction of the current sources have to

be reversed. All power connections (Vdd) should be replaced as the ground connection (GND) for the

ground network. Vias used for connecting different metal layers are presumed to have zero resistance

for our model, as it bears very minimal resistances. We have not consider any other effects due to the

capacitances or the inductances amalgamated with the C4 bumps, which is used to connect Vdd and

ground connections.

2.2.3 Power Grid Analysis

The main motive of performing power grid analysis (or IR drop analysis) is to find the voltage

affected nodes created by the IR drop. Generally power grid analysis is done using steady state analysis

and transient analysis. Initially steady state analysis is done to see the steady state current and voltages

of the circuit. In this thesis, we consider only the steady state model for our problem formulation. We

represent the steady-state model of the PGN as a system of linear equations i.e., GV = I, where G

matrix denotes the conductances of the metal lines, the current sources are interpreted as I vector and

node voltages of all the nodes of the Âăgrid form the V vector. We adapt a direct solver as proposed

in [12] named as ÂăKLU solver, for solving the matrices and obtaining the current, voltages of the

PGN. We use this current and voltages as input to our multiobjective optimization engine.

2.2.4 Power Grid Optimization

The aim of the PGN optimization is to minimize all the reliability issues especially to minimize

IR drop which may occur in the power grids. Generally, after locating the IR drop affected nodes

different approaches can be adopted to reduce the IR drop. In this thesis, we have adopted widening

the wire length method as it doesn’t require changing the topology of the grid. Accordingly we propose

to automate the IR drop minimization process along with considering metal routing area as another

objective and formed a multiobjective optimization problem under some reliability constraints. This
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2. Background: On-Chip Power Grid, AI/ML Approaches

Vdd

Vdd

Figure 2.1: Resistive network model of PGN.

is mentioned in details in Chapter 4.

2.2.5 Power Grid Aging Prediction

It has been demonstrated that the lifetime of a chip can be affected due to deposition of metal

atoms or formation of voids in the power grid line. Therefore, it is necessary to create the power grid

designs in such a way so that these issues don’t arise. Therefore, this effect is studied in order to obtain

lifetime of the power grid network. The following subsection describes this electromigration effect in

detail.

2.2.5.1 Electromigration fundamentals

Electromigration is the process of movement of metal atoms due to the exchange of momentum from

the electrons to the metal atoms. The EM degradation can happen in two phases: void nucleation

and void growth. Under high current in the metal lines, metal atoms are subjected to stress for a

prolonged period of time, which causes void to occur. This EM degradation phase is termed as void

nucleation phase. ÂăOnce the void nucleates, it started to grow which is termed as void growth phase.

The aging of the metal lines due to ÂăEM degradation is measured as mean-time-to-failure (MTTF).

ÂăBlack [13] has proposed an empirical equation to evaluate the MTTF of the metal interconnects

due EM, which is given as follows,

MTTF =
A

Jn
e

Ea
kT , (2.1)

which evaluates the interconnect MTTF based on known current density (J) and temperature (T ).

A is a constant depending on the metal geometry, grain size, and current density. The value of n is

found to be 2 which, Ea is the EM activation energy, and k is the Boltzman’s constant. ÂăBlech [14]
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2.2 On-Chip Power Grid Design

Figure 2.2: Momentum transfer from electrons to metal atoms

observed that mortality of the metal interconnects vary with the length. He proposed a criterion for

the filtration of immortal interconnects, which follows,

(JL) ≤ (JL)c =
Ωσc
eZρ

(2.2)

L is the length of the metal interconnect, Ω is the atomic volume, e is the electron charge, eZ is the

effective charge of the migrating atoms, ρ is resistivity of the metal interconnect, σc is the critical stress

needed for failure of the metal interconnect. Korhonen et al. [15] proposed a mathematical formulation

to represent the hydrostatic stress σ which originates from the influence of EM.

∂σ

∂t
=

∂

∂x

[
c

(
∂σ

∂x
+
eZρJ

Ω

)]
, (2.3)

where c = DaBΩ
kT , where Da is the atomic diffusivity, B is the bulk modulus. Approximate value of the

nucleation time can be obtained from (2.3). A void nucleates once the stress exceeds the critical value.

Physics-based Models: The basic idea of the physics-based models is solving the interconnect

trees1, which are generated from the power grid netlist. Initially, the current densities of all the

interconnect trees are calculated. Subsequently, Partial Differential Equations (PDE) associated with

the interconnects (refer (2.3)) are solved in order to find the stress level. The solution of the PDE gives

us the nucleation time (the time required for nucleation2) for critical values of stress. This nucleation
1Interconnect trees: connected graph of the interconnects.
2Nucleation: first stage of formation of a void.
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2. Background: On-Chip Power Grid, AI/ML Approaches

time dominates the MTTF value. In [4], the authors use an iterative method that looks after the

changes in stress and the power grid resistance as a function of time. With time the stress level, as

well as the resistance of the power grid network, exceeds a critical value, and the simulation stops.

The cumulative nucleation time is considered as MTTF of the power grid network. Power grid analysis

is done in every iteration to observe the voltage drop level (Vir) of the interconnects, which acts as

the stopping criteria of the simulation. If the voltage drop level reaches above a threshold level (Vth),

the power grid is considered dysfunctional, and the lifetime is calculated. This process is described

pictorially in Fig. 2.3. As it is an iterative process, it takes a large amount of computational time to

converge. Therefore, there is a need to have new methods for EM aging evaluation, which can converge

very fast.

Compute Initial
Current Density by

Power Grid Analysis

Interconnect Trees
are generated and

initial stress is
calculated

Compute steady-
state stress

distribution of
interconnect tree by

solving PDEs.

Interconnect
resistances are

updatd and current
density is

computed by
Power Grid

Analysis

Compute nucleation
Time from the PDE

solutions for the
critical interconnects.

 for any interconnect

��(  ≥ )��� ��ℎ

Calculate time and
report MTTF.

Yes

No

(calculate nucleation time)

� = �0

� = � + Δ�

Search for branches
with stress value

greater than critical
stress.

Figure 2.3: Basic Idea of Physics-based EM model

2.3 Review of Classical Approaches in Power Grid Design

2.3.1 Review on Power Grid Analysis

Analyzing worst-case IR drop by considering non-ideal power grid and underlying nonlinear circuits,

is practically infeasible due to size of the power grid and also due to nonlinear nature of the many devices
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in the underlying circuits. Moreover, IR drop depends on current load of the devices. Therefore, current

loads are estimated before doing the IR drop analysis. Such an approximation is correct as IR drop of

the PGN is generally a small percentage of the supply voltage. By modeling the underlying circuit as

current loads, IR drop analysis can be formulated as a linear system of matrices. Therefore, solving this

system of equations takes O(n4) as system matrix is of the order of O(n2). As a result, several works

tried to solve the IR drop analysis using different approaches, Âăsuch as random walk [16–19] and

hybrid solver [20] to do the power grid analysis without involving direct computation of the matrices

related to the power grid circuit or strived to overcome size of the problem by obtaining locality of

the PGN [21, 22]. IR drop analysis is done efficiently using many new approaches [23]. Some parallel

approaches are also used to solve IR drop analysis [24, 25]. By doing IR drop analysis, the hotspots

generated by the IR drop noise are located. Subsequently, those hotspots have to be minimized, and

that is the main aim of IR drop minimization.

2.3.2 Review on Conventional Approaches in Power Grid Design

Previous work of power grid design mostly includes the IR drop limit as a design constraint in the

design objective instead of minimizing it. The fundamental objective of the works in the literature

is to reduce area of the metal lines of the PGN by formulating a two-phase optimization problem

considering IR drop as a constraint, subsequently iteratively solve the optimization problems using

different heuristics. Chowdhury’s work [26], which is the first work in the literature which tried to

minimize the power/ground nets area. Similarly, Chowdhury [27] tried to come up with other effective

methods to optimum design for power networks. Wu et al. [28] have done the area minimization of

power grid network using efficient nonlinear techniques. Mitsuhashi et al. [29] has done power and

ground network topology optimization for cell-based VLSI. Tan et al. [30, 31] solved the problem of

power grid optimization using a sequence of linear programming. Wang et al. [32] worked on a similar

problem with the sequential network simplex algorithm. Likewise, there are several works on the metal

routing area minimization. Tan et al. [33] solved the metal routing area reduction of a PGN problem

using equivalent circuit modeling. Wang et al. [34] has done power ground area optimization using the

multigrid-based technique. Zhuo et al. [35] also used algebraic multigrid for power grid optimization.

Bhooshan [36] tried to minimize the IR drop considering the impact of resistance and inductance of

the grid. Zeng et al. [37] have solved power grid optimization problem with the help of locality driven

partitioning based two-step optimization algorithm. Jakushokas et al. [38] has done power network

17



2. Background: On-Chip Power Grid, AI/ML Approaches

optimization using link breaking methodology, where they demonstrated a reduction in voltage drop

in the sensitive circuits. Zhou et al. [39] have done electromigration aware power grid optimization.

Sadat et al. [40] have done optimal allocation of LDOs and decoupling capacitors for PGN optimization.

Chakraborty et al. [41] have proposed a pre-layout and post-layout validation scheme for power grid

design. Bairamkulov et al. [42] have done work on power delivery exploration methodology. However,

they have done it for small power grid designs. Further, there is very few works which address the

IR drop reduction with the consideration of several PGN constraints. Again, with the advancement

of the FinFET based process, current density in the power grid is seen to increase by 20-30% [43],

which generates additional IR drop and electromigration. Therefore, in order to increase reliability of

the chip, there is a requirement of reducing this added IR drop and electromigration for the future

FinFET based process designs.

There are many works in literature in the last two decades which deal with power grid designs,

analysis, optimization and verification using different heuristics. Some of the recent works on the power

grids are discussed here. Fawaz et al. [44] have proposed a methodology for accurate verification of the

power grids. Wang et al. [45] have proposed electromigration-aware power grid design. Heo et al. [46]

have done IR drop mitigation by inserting power staple. All the methods mentioned above suffer from

large convergence time. Therefore, new method of power grid design is required, which can automate

the power grid design stage and make the design cycle faster. In the next subsection, we discuss a

review on electromigration-aware aging prediction in power grid design phase, which is also one of the

important aspects of power grid design.

2.3.3 Review on Electromigration-aware Aging Prediction in Power Grid

Recently many works on physics-based EM model is proposed for optimistic aging prediction of

the PG network. Huang et al. [4] have proposed such a physics-based model for the first time. Âă

Mishra et al. [47] proposed a better approach for predicting lifetime of the PG network consider-

ing transient stress modeling. Chatterjee et al. [5] proposed a fast physics-based electromigration

assessment using an efficient solution of linear time-invariant systems. Wang et al. [45] proposed a

physics-based model using integral transformation technique. Chatterjee et al. [6] extended their work

on LTI system-based EM assessment approach by incorporating macromodeling-based filtering and

predictor approach. There are several other works on physics-based EM assessment model [48–50].

Practical adaptation of these physics-based methods [4–6, 45, 48–51] for a full scale EM prediction
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for a chip is not possible as these methods are time-consuming. Although, recent work of Najm and

Sukharev [7] shows a significant speedup for full chip simulation in EM-aging prediction by employing

Monte-Carlo Simulation. However, the work of [7] still requires a fresh EM-simulation for incremental

changes in the design. Therefore, in order to speed up the EM-sign off phase of the incremental PG

network design, it is better to reuse the historical data (generated by the standard aging models).

Âă The historical data can be utilized to create a machine learning model that can instantly predict

the EM-aging of the PG network. This phenomenon also helps to facilitate a practical, fast method

for full-scale EM prediction. Before using machine learning techniques for power grid design and EM

aging prediction, it is necessary to know a bit more about it.

2.4 AI/ML Techniques

Artificial Intelligence (AI) and Machine Learning (ML) have gained significant attention in the last

decade due to the substantial breakthrough in the deep learning models in predicting complex tasks.

Another primary reason behind the success of the deep learning model is the advent of the many-core

architectures (GPU), which helped the training of models in feasible time in order to predict complex

tasks. However, when we talk about AI/ML, it not only means the deep learning. AI means any

system that possesses intelligent decision-making capability. Further, those decision-making systems,

where learning happens from its previous or historical data/experience, are known as machine learning

systems. Generally, the class of AI can be broadly divided into three categories based on their type of

learning. These are:

• Probabilistic Learning

• Metaheuristic Learning

• Machine Learning

2.4.1 Probabilistic Learning

In probabilistic learning, the entities perform the tasks depending on the estimated probabilities

of the events. The objective is to create stochastic models that describe a series of feasible occasions.

In order to do so, transition probabilities for different sets of possible events are evaluated. There

are several probability models in the literature, such as Markov chain models, Queuing models, Petri

nets. In Chapter 3, we use Markov chain based stochastic models to analyze the power grid analysis
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problem. The power grid network is modeled as a graph and mapped as a Markov chain model. For

faster traversal of the power grid network, we use Lévy flight. ÂăOur proposed approach helps in

obtaining faster convergence in power grid analysis.

2.4.2 Metaheuristic Learning

In metaheuristic learning, the objective is to create mathematical cost functions. Subsequently, ob-

tain the cost function’s optimized value and its corresponding decision variables by employing heuristic

search techniques. For generating the search space, many random points are generated. The cost func-

tion is evaluated in all those points of the search space. Subsequently, various search techniques are

employed for efficient search. These search strategies are problem-specific. For different kinds of prob-

lems, different search strategies become suitable. There is not a single generalized search technique that

can give the best result for all problems. Moreover, these search strategies can find a near-optimum

solution for any complex multimodal problems. In Chapter 4, we have employed metaheuristic learning

in order to obtain the optimum design space exploration of the power grid design. For that, we use

cooperative coevolution, and nondominated sorting genetic algorithm (NSGA-II) approaches.

2.4.3 Machine Learning

Machine Learning mostly includes learning from data. Here the underlying philosophy is to create

an inference model from the dataset. Subsequently, one is required to predict samples for a new set of

specifications. Machine Learning is majorly divided into two major classes:

• Supervised Learning.

• Unsupervised Learning.

In supervised learning, all the training samples of the dataset are labeled. In unsupervised learning,

the dataset is unlabelled. There are different traditional machine learning models, such as SVM,

Random Forest, Gaussian Process, Artificial Neural Network. These models generally don’t perform

well for complex prediction tasks. Subsequently, researchers in 2010s have developed and achieved

massive success with the deep neural network (DNN) having multiple hidden layers. DNN can perform

prediction tasks on imagenet dataset with near-human level accuracy, which gives rise to the field of

deep learning. Both supervised and unsupervised, several emerging deep learning models are coming

up as the time progresses. The work of this thesis is limited only to the supervised learning models.
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In supervised learning, a model is created depending on these labeled samples in order to predict the

labels of new test samples. Another essential part of the machine learning model is the feature set.

This thesis has used deep neural network-based machine learning models in Chapter 5 and Chapter

6. Chapter 6 also demonstrated that the deep neural network performs better than other traditional

machine learning models.

2.5 Review of AI/ML Approaches in Power Grid Design

There are very less efforts for the application of learning-based methods in power grid design.

However, few closely related works are discussed here. Cui et al. [52] proposed a machine learning

technique for power grid analysis by doing matrix-reordering. Fang et al. [53] proposed machine

learning-based dynamic IR drop prediction. Liu et al. [54] proposed power supply noise aware circuit

test timing prediction using machine learning. Chang et al. [55] in their work proposed to generate

routability-driven power grid network using machine learning techniques. Lin et al. [56] proposed

IR drop prediction of ECO-revised using machine learning. Ye et al. [57] proposed the voltage droop

mitigation using a support vector machine. Cao et al. [58] proposed a learning-based method to predict

the quality of power grid network package. There is not much significant work in the literature on the

deep learning-based power planning methodology.

2.6 Summary

In this chapter, we have understood the background of on-chip power grid design and related

AI/ML techniques used in this thesis. From next chapter onwards, contributions are described. In

Chapter 3, a fast power grid analysis technique using probabilistic technique is described.
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3. Power Grid Analysis using Probabilistic Approach

3.1 Introduction

As VLSI manufacturing process progresses towards sub-nanometer regime, the number of tran-

sistors that can be integrated on a single chip increases along with the decrease in feature lengths

and supply voltages. With increase in the number of transistors, power consumption of the system

increases exponentially [59]. However, reduction in feature lengths and supply voltages result in signif-

icant variations in distribution of power across elements of the chip. Such variations in power supply

may compromise the chip functionality by inducing noise in the form of potential drops (worst case

voltage fluctuations, i.e. hotspots) and chip leakage currents. To estimate such instances, often exten-

sive simulations are performed on the underlying power grid network of the chip using efficient power

grid analyzers and with increase in size of the power grid network, it becomes a challenging task to

run simulations without supercomputing resources.

To analyze a power grid network for hotspot estimation, the power grid can be described as a

connected graph and the problem of solving this graph can be represented as a linear system of

equations. Various methods have been presented in literature for analyzing power grid networks.

Several direct methods are proposed to exploit sparsity and grid structure in the power grid network

using different preconditioning strategies [59–62]. Although the preconditioned solver used in [59]

reduces the computational complexity of steady state analysis of solving a power grid network to O(n2),

it is not efficient in terms of leveraging previous simulation runs and in terms of achieving optimal

convergence due to the limitations imposed by preconditioners. ÂăMethods based on hierarchical

[63] and domain decomposition [60] strategies are presented to make use of the grid structure by

extrapolating the results to original grid, which imposes tradeoffs between memory and runtime due

to the imitations of partitioning strategies. Further, to address memory related problems efficiently,

many parallel strategies [64], [65] are proposed to carry out simulations on high performance computing

resources. Moreover, the cover time of many statistical techniques like random walk approach [11] takes

a best case cover time of O(nlogn) to the worst case of O(n3). With increase in size of the power grid

networks, error in solution also increases and for complex power grid structures, convergence related

issues are more prominent because of worst case performance of random walk [63]. Similar to random

walk, a Markovian process can be developed to efficiently carry out simulations on large power grid

Parts of the work of Chapter 3 is published in proceedings of 30th IEEE/ACM International Conference on VLSI
Design (VLSID 2017), Hyderabad, India, by S.Dey et al. “Markov Chain Model using Levy Flight for VLSI Power
Grid Analysis".
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networks by making modifications to process model so that convergence can be achieved with an

acceptable accuracy loss.

In this chapter, a Markov chain model using Lévy flight is proposed to estimate the hotspots

across large power grid networks. Power grid model is formulated as a linear programming problem

for steady state power grid analysis in Section 3.2. Section 3.3 presents an overview of simple Markov

chain model along with an insight into Lévy flight principle. The proposed approach is described in

detail with an application to graph traversal using state transitions by introducing jump strategy of

Lévy flight. Applicability of the proposed approach is shown by mapping the transition probability

matrix of Markov chain to the linear programming problem of power grid analysis. Both serial and

GPU implementations of proposed approach are presented in Section 3.4 to estimate the hotspots

across a power grid network by making multiple transitions using Lévy flight. The improvement in

runtime of using long jump strategy of Lévy flight within the Markov chain model is shown in Section

3.5 by running experiments on several benchmarks and compared with other standard power grid

analyzers both in CPU and GPU platforms. It is shown that the proposed approach outperforms a

direct solver, iterative solvers and random walk solver keeping the inaccuracy under a satisfactory level

of 4%. Finally, section 3.6 concludes the chapter.

3.2 Power Grid Model

In this chapter, steady state power grid analysis has been performed to showcase the performance

of proposed approach. To perform steady state analysis on the power grid, the edges having capacitors

are made open-circuit and the edges corresponding to inductors are made short-circuit. A power

grid network can be represented as a linear system of equations, i.e., Ax = b. In such case, the

conductances contribute to formulate the coefficient matrix A and all independent sources (current

sources) contribute to formulate right hand side vector b. Further, the unknown potentials at each

vertices of the power grid network can be mapped to vector x and the linear system of equations can

be rewritten as, AGV = I, where AG is the conductance matrix, V denotes the vector of unknown

potentials and I denotes the vector of current sources of the power grid network. Nodal analysis

method can be used to analyze such power grid networks, since all the voltage sources in the network

are connected to the ground as shown in Figure 3.1(a). From Figure 3.1(b), it can be seen that each

vertex in the power grid network is connected to its neighbors and as the power grid structure is
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Figure 3.1: (a) Power grid network model (resistive). (b) Single power grid node. [1]

regular, the system matrix A generated using Nodal analysis is sparse, symmetric and positive definite

in nature [1].

3.3 Markov Chain Model With Lévy Flight

3.3.1 Simple Markov Chain Model

Markov process is described by the change in states on a sequence of events in random systems.

The Markov property to change from one state to another without influence of past on the sequence

of events can be modeled to represent a directed graph DG with vertices representing states of the

system. In that case, each edge from a vertex i to vertex j can be labeled pij if pij > 0, where matrix

P of the pij form the probability transition matrix of Markov chain model [66] and Σjpij = 1,∀i. The

weight pij = 1
deg(i) , if j is a neighbor of i, otherwise pij = 0. The progress in Markov chain events

can be pictured as an iterative multiplication of probability distribution vector p̂t at each state by

transition matrix P, where S denotes the state space having a sequence of events. If p̂(t+ 1) denotes

the probability distribution of state St+1 at time t+ 1 starting with current state of St, then p̂(t) can

be represented as [66],

p̂(t+ 1) = p̂(t)P (3.1)

where p̂(0) denotes the vector of probability distribution at the start vertex. In case of undirected

graph UG, Markov chain can be applied to choose any random edge incident to the current vertex

uniformly and proceed towards the connected vertex at the other end of chosen edge. This property
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3.3 Markov Chain Model With Lévy Flight

on an undirected graph can be viewed as an analogy between Markov process and electrical network.

A stochastic process on an undirected connected steady state electrical network can be modeled as a

birth-death chain (BDC) [67] with constant birth and death probabilities. A Markov chain is said to

be a birth-death chain if the transition probabilities can be defined as follows [67],

pij =



xi, if j = i+ 1

yi, if j = i− 1

1− xi − yi, if j = i

0, otherwise

(3.2)

where xi represents the birth rate and yi denotes the death rate. Here xi, yi ≥ 0 and xi + yi ≤ 1. In

case of constant birth and death probabilities, pi = p and qi = q, ∀i.

Theorem 3.1. If Dn is an irreducible BDC with constant birth and death probabilities, then the
stationary distribution associated with an initial state i is given by [67], π(i) = πi

Σj∈Sπj
, where πi =1 if i = 0

x0x1...xi−1

y1y2...yi
if i > 0

This follows the notation that if a BDC follows a stationary distribution π at any time t, then

according to principle of stationarity [66] it also maintains the same distribution at time t+ 1 and it is

not imperative that the process converges to distribution π each time on UG. Moreover, BDC process

can be extended to model a connected electrical network with same stationary probability distribution

π. Considering a resistive electrical network in which each edge represents the conductance g between

two vertices (i, j), the associated BDC can be defined by assigning transition probability pij =
gij
gi

to

edge (i, j), where gi = Σi gij and a stationary distribution πi = gi
g , where g = Σi gi. This process of

modeling an electrical network, and the random occurance of transitions from one vertex to another can

be suitably adapted to perform steady state power grid analysis. In this case, BDC with constant birth

and death probabilities can be allowed to traverse the vertices of a power grid network by following

state transition events with certain transition probabilities.
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3. Power Grid Analysis using Probabilistic Approach

Figure 3.2: Sample trajectory of Lévy flight of index β = 1.5 for 1K steps.

3.3.2 Lévy Flight

Lévy flight is a special Markovian process which obeys Lévy stable distribution. Similar to Gaussian

distribution that represents the limit distributions of independent identically distributed (i.i.d.) random

variables with finite variance following central limit theorem, Lévy stable distribution serves as the

limit distributions of i.i.d. random variables with diverging variance [68]. This favors the occurrence

of long jumps in the clusters of shorter jumps as shown as an example in Figure 3.2. The jump length

distribution of a Lévy flight can be approximated as a power-law as follows [66],

L(s) ∼ s−1−β (3.3)

where 0 < β < 2 is an index and s denotes the distance parameter [66]. However, the convergence of

the associated probability density function to a Lévy stable distribution can be guaranteed with proper

normalization of i.i.d. random variables to a suitable sample size, even though there is divergence across

variance statistics [66]. This long-tailed jump behavior of Lévy flight can be applied to minimize the

cover time of each transition states of a BDC by performing long jump events without any discontinuity

in trajectory. Further, large power grid networks can be traversed with minimum computational cost

by minimizing the hitting time with the benefit of probable avoidance of any self-loops during power

grid analysis.
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3.3 Markov Chain Model With Lévy Flight

3.3.3 Proposed Model

To search for any worst-case voltage fluctuations (hotspots) across a power grid, it is necessary to

analyze the whole network by progressing through individual paths covering each vertices and edges.

The random probable transition from one vertex to next in a power grid network can be modeled as

a state transition event in BDC with constant birth and death probabilities as described in Section

3.3.1. In view this, the model can be extended by making an addition of Lévy fight principle along

the chain. In the extended model, a state in BDC can correspond to any distance neighbor states with

the distance d being evaluated by Lévy flight principle. Now the state space S can be rewritten as a

combination of states with S = {K0,K1,K2, · · · ,Kd}, where Ki represents the state of vertex which

is at ith distance from current vertex.

Let x be the initial vertex of the power grid network which corresponds to K0 state. The random

probable transition from x to any vertex x+d is decided by the distance parameter 0 < d < α, (d, α) ∈

N, where vertex x + d Âăcorresponds to state Kd and α is conditional user-defined parameter. This

transition process is forwarded to subsequent neighbors or any vertex of the graph uniformly at ran-

dom till the stopping criteria is met. Combining all probabilities of subsequent transitions along the

traversed path, the transition probability matrix P can be written as,

P =

(
p(Ki,Kj)

)
∀i ∈ {0, n} , ∀j ∈ {0, d} (3.4)

where transition probability p(Ki,Kj) of edge (i, j) can be defined by representing Equation 3.2 as,

p(Ki,Kj) =



xi, if j = i+ d, d 6= 0

yi, if j = i− d, d 6= 0

0, otherwise

(3.5)

Further, the probability distribution of any state Kt+n at any time t+n can be evaluated as a product

of probability distribution of starting state Kt with transition probability matrix P by employing

Equation 3.1 as,

p̂(t+ n) = p̂(t+ n− 1)P

= p̂(t)Pn (3.6)
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3. Power Grid Analysis using Probabilistic Approach

In case of power grid analysis, the transition to same state is possible for all states except the state

having d = 0. As a power grid network can be considered as an undirected connected graph, the

unknown potentials at vertices of a power grid network can be evaluated by traversing the corresponding

graph and analyzing penalty associated with each vertex. The traversal along the power grid network

is performed by beginning a transition from one vertex to any vertex or only neighbor vertices. The

transition to any vertex from initial vertex largely depends upon parameter d evaluated using Lévy

flight principle. This may give rise to two possible ways to traverse a power grid network.

Case 1 : Transition to neighbor vertices only.

Case 2 (1 ≤ d ≤ α): Transition to any vertex.

In first case, BDC has only two states, i.e. K0 state and K1 state. The transition happens from K0

state to K1 state and the traversal occurs from initial vertex to any connected Âăneighbors uniformly

at random. However, in second case, the transition is going to take place by a jump from one vertex to

any vertex of the graph and the BDC has multiple transitions between different states depending upon

the parameter d derived from Lévy flight principle. To showcase the applicability of second case, let us

consider a graph having 16 vertices as shown in Figure 3.3(a), where the Lévy flight starts from vertex

1 and ends at vertex 13. The corresponding BDC model can be derived by evaluating the parameter

d at each state as shown in Figure 3.3(b). Here, there are two long jumps from vertex 2 to vertex 7

with d = 5 (K5 state) and vertex 7 to vertex 11 with d = 4 (K4 state). The objective of this jumping

scheme of graph traversal is to reduce the cover time to reach destination.

Here, for implementation of BDC model to evaluate the unknown potential of vertices of a power

grid network, a Vdd supply power grid is taken as shown in Figure 3.1(a). A power grid network can be

regarded as an undirected connected graph, which can be analyzed by representing the network in the

form of linear system of equations (AGV = I). One of the most probable way of analyzing the power

grid network is to allow the BDC model with constant birth and death probabilities using Lévy flight

principle to pursue different random paths to search for vertices having known potentials, i.e., Vdd.

Similar to the graph traversal as shown in Figure 3.3(a), a flight can be set to follow random paths

along the power grid network with long-tailed jumps depending upon parameter d. In view of this, the

transition probability matrix of the power grid network (Pg) can be formulated as, Pg ≈ GAG, where

G is the diagonal matrix and AG represents the adjacency matrix of power grid network representing

the system of equations. Moreover, multiple instances of flights can be employed to follow different
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Figure 3.3: (a) Graph traversal of one instance of BDC using Lévy flight principle, (b) Corresponding BDC
with transition probabilities.

random probabilistic paths from origin across a power grid network to reach Vdd vertices. In such cases,

the flight having the least cover time is taken as the best one, i.e. shortest path to reach destination.

3.4 Implementation Details

This section depicts the framework of proposed BDC model (with constant birth and death proba-

bilities) using Lévy flight principle to perform steady state power grid analysis by solving the underlying

linear system of equations. The proposed model begins the process by initiating different instances of

flights to set paths across power grid network edges. The random search for an edge at each cross-

section of a power grid network largely depends upon the transition probabilities between connected

vertices (for neighbor vertices only). After transition, potential value of the vertex is updated by eval-

uating the transition penalty associated with that vertex. The transition penalty is Âă computed by

evaluating the potential across the current sink branch of that vertex using Equation 3.7 as [11],

ppenaltyi = −I
s
i

gi
(3.7)

where gi = Σjgij and Isi represents the amount of current sinking into vertex i. For a uniform regular

power grid network having equal conductances, gi = 1
deg(i) , i.e. reciprocal of degree of vertex. However,

if the model follows Lévy flight, it is not imperative that all transitions happen to the neighbor branches

of the power grid network and alternately it results in long-tailed jumps without any discontinuity

in trajectory. For a long-tailed jump across the power grid network, the transition penalty can be

31



3. Power Grid Analysis using Probabilistic Approach

evaluated by rearranging Equation 3.7 as follows.

ppenaltyi =− Isi
gi + δgij

(3.8)

where δgij =


0, if neighbor (i, j)

w, else

Here δgij represents the weight assigned to the flight jump from vertex i to vertex j. It is set to

zero if there is a transition to neighbor vertex and in all other cases, value is set to 0 < w < Reff ,

where Reff is the effective resistance of the metal lines between the jumping points. Reff can be

evaluated using the analytical expression given in [69]. The process of long jumps is continued till it

encounters a vertex having known potential, i.e. Vdd. Once the process reaches Vdd, the potential of

the start vertex is evaluated by combining all estimated transition penalties along the traversed path.

This process of estimating the potential across different vertices of power grid network comes by shear

approximation to the closest of millivolts with small inaccuracy. This size of inaccuracy is measured for

each solution by computing L2-norm [1]. This inaccuracy in the solution can hardly be neglected if the

BDC traversal process induces revisits to the current node after one step and falls into a loop,i.e. local

trap. Such traps are so frequent in case of large complex power grid networks, that it can significantly

deteriorate the overall performance of BDC process. To avoid such cases, BDC process is optimized

by employing jump strategy of Lévy flight principle by minimizing multiple revisits to already covered

vertices. The Lévy flight-based jump strategy also helps in removing the self-loops which occur in

the earlier work of [11]. As a result, the walk reaches its destination quickly and we achieve a fast

convergence of the power grid analysis problem. Therefore, our proposed method is faster and we have

achieved a significant speedup over the [11].

Further, to accelerate the convergence of proposed Lévy flight based BDC approach to estimate

hotspots across large power grid networks, the proposed model is implemented on GPU platform. As

large power grid networks impose a great demand on high performance computation and memory, it

is necessary to make use of powerful accelerators, like GPUs using CUDA programming model [70]

that can employ kernels effectively to improve performance of proposed approach. Here a number of

threads are launched in parallel to execute the proposed process on this massively SIMD architecture.
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Although the number of threads is specified at the beginning of execution, the proposed process is

allowed to make use of each individual thread organized in an array of a block inside kernel function

while traversal. The kernel function is started by initialization of block size (blockDim) and grid size

(gridDim) variables and ended by setting the total number of vertices in the power grid network to

totalNode ∗ blockIdx+1
gridDim , where blockIdx represents the block index value. During kernel function imple-

mentation of the proposed process, the grid size is set to 1000 with a block size of 200 for running

threads effectively on the same block. However, there is hardly any use of helper kernels to effectively

maintain the synchronization among threads of different blocks and only simple kernels are executed

to showcase a performance improvement of 2.48× over CPU implementation of Lévy flight based BDC

approach on a power grid network having 49 million vertices.

3.5 Experimental Results

Various experiments are performed on different power grid benchmarks to showcase the effectiveness

of proposed BDCmodel using Lévy flight approach (l-BDC). All algorithms are implemented in C/C++

using Linux environment on a machine having Intel Xeon E5-2650 processor with a connected Nvidia

Tesla K20c GPU (approx. 2500 CUDA cores, 5GB global device memory). All necessary environment

variables are adjusted to account for any interprocess communication during CPU-GPU transfers using

cudaMemcpy command [70]. The benchmarks are generated using our in-house power grid planner

without the loss of generality as reported in literature [1]. The regular topology of power grid network is

selected for benchmark generation in SPICE format with a grid size range of 10 thousand to 49 million

vertices. The resistance values along the metal stripes are set to 0.1Ω like real industrial designs. The

PADs are placed randomly across the power grids following similar industrial designs. All PADs are

connected to a common power line having 1.8V potential and current sinks of 1mA are distributed

across the power grid reasonably and randomly except at the PAD places.

A sequential version of l-BDC is implemented on several benchmarks to perform steady state

power grid analysis to estimate hotspots and the solutions are compared with the solutions obtained

from serial random walk (RW) [11], a hybrid linear solver (HLS) [71] and Gauss-seidel (GS) solver to

showcase the improvement in terms of runtime. As listed in Table 3.1, speedups of 60.39× and 10.43×

has been achieved over serial RW solver and HLS respectively for a power grid network having 49

million vertices. Both solvers are standard power grid analyzers reported in literature. The reason for
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Table 3.1: Speedup Analysis of using Lévy flight Approach on CPU

Nodes Âă tRW (s) tGS (s) tHLS (s) tlevy (s) Speedup Speedup Speedup(
tRW /tlevy

) (
tGS/tlevy

) (
tHLS/tlevy

)
pgckt_10K Âă 0.06 0.07 0.22 0.04 1.50× 1.75× 5.50×
pgckt_40K Âă 0.30 0.36 0.82 0.17 1.76× 2.11× 4.82×
pgckt_90K Âă 0.65 1.62 1.84 0.30 2.16× 5.40× 6.13×
pgckt_250K Âă 1.92 6.78 6.06 0.86 2.23× 7.88× 7.04×
pgckt_640K Âă 7.98 19.31 20.00 2.19 3.64× 8.81× 9.13×
pgckt_1M Âă 18.95 27.85 39.55 3.51 5.39× 7.93× 11.26×
pgckt_4M 297.21 117.76 Âă 154.78 14.61 20.34× 8.06× 10.59×

pgckt_9M Âă 1513.4 272.74 Âă 349.66 33.88 44.66× 8.05× 10.32×
pgckt_16M Âă 3326.44 486.03 Âă 651.15 61.49 54.09× 7.90× 10.58×
pgckt_25M Âă 6263.80 760.10 1034.36 112.85 55.50× 6.73× 9.16×
pgckt_36M Âă 9800.35 1094.01 1562.71 167.63 58.46× 6.52× 9.32×
pgckt_49M Âă 14065.90 1498.20 2430.38 232.91 60.39× 6.43× 10.43×

this improvement in runtime is because of fewer revisits to already covered vertices across the power

grid network and the effective use of jump strategy of Lévy flight principle. Further, the solutions of

l-BDC are compared with the solutions of GS solver, and speedups of 6.43× have been achieved over

GS (for pgckt_49M). Improvement over GS solver is due to slow rate of convergence of the iterative

solver. On the other hand, the proposed approach does not engage in time consuming computations

involving matrix factorization or formulation.

Further, to improve the performance of l-BDC over large power grid networks (pgckt_1M –

pgckt_49M), extensive experiments have been carried out on GPU and a speedup of 2.48× has

been achieved over its serial counterpart (for pgckt_49M). The speedup can further be improved

by executing smarter kernels, such as timedevX series, 14dx_s kernel etc. and by employing better

synchronization methods among threads of different blocks. However, as compared to simple kernels,

implementing complicated kernels is not an easy task. Complicated kernels make use of numerous

memory access operations and kernel registers to speed up the system performance. However, it comes

at the cost of register spills. In such cases, if by any means the register spills can be minimized by

making improvements to the program, the kernel speed is capitalized significantly. In addition, we have

also compared the solutions of l-BDC with the solutions obtained by implementation of GPU versions

of random walk (RWGPU ) solver and an efficient iterative conjugate gradient (CGGPU ) solver [59] and

it can be seen from Figure 3.4 that speedups of 1.99× and 46.09× has been achieved over RWGPU and

CGGPU respectively on pgckt_49M .
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Figure 3.4: Speedup achieved by l-BDC on GPU over other techniques (A = l-BDCCPU / l-BDCGPU , B =
RWGPU / l-BDCGPU , C = CGGPU / l-BDCGPU ) while performing on different power grid networks.
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ferent power grid networks.

3.6 Conclusion

This chapter presents a power grid analyzer based on Lévy flight principle. This chapter presents a

probabilistic method of solving power grid analysis problem based on Lévy flight principle. In general,

power grid analysis problem can be formulated as a system of linear equations. We present an equivalent
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probabilistic approach, which can be employed to obtain the power grid network’s solutions in a fast

way. In this work, Lévy flight approach is used to traverse the power grid network, which helps obtain a

fast solution of the power grid network. We also remove the self-loops in our proposed approach, which

also helps in fast convergence in power grid network solutions. Our proposed approach is validated

using large-scale power grid benchmarks. Results show significant speedup over the Random walk and

Gauss-Seidel approach. Both serial and GPU implementation of the proposed approach is presented

to showcase the efficiency in runtime.

In this chapter, we have observed a fast power grid analysis method using probabilistic technique.

Power grid analysis is a part of the total power grid design cycle. In order to design the power grid,

we need to optimize different critical design objectives which is described in the next chapter.
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4.1 Introduction

VLSI chip manufacturing is a time-taking process which includes the important power planning

phase where design, analysis, and optimization of the on-chip power grid network (PGN) is done to

achieve the reliable chip with high yield [72, 73]. With the advancement of technology node, power

planning phase becomes very challenging. The primary objective of the power planning phase is

to ensure that all the on-chip components have sufficient power and ground connections so that all

the chip components work properly with adequate voltage level. However, due to existence of the

resistance of metal lines of the PGNs some undesirable IR drop occurs which reduces voltage level of

many on-chip components. IR drop problem can be solved by having smaller current or lower metal

resistance, however it becomes challenging due to the scaled-down metal pitch and an increase in

power consumption. Also, lower supply voltage has decreased the tolerance of IR drop, and chips may

breakdown if the IR drop exceeds the tolerance level. Therefore, there is a need to reduce unnecessary

IR drop of the PGN. Several approaches such as 1) Widen metal lines 2) Add decoupling capacitors

to the design. 3) Add more Vdd pads to the design etc. [74] are used in the industry by the designers

who manually fix the IR drop problem by changing the design of circuit and layout iteratively till the

IR drop problem is within the acceptable tolerance level. Increasing the width of metal lines is one

of the primary ways of reducing IR drop widely accepted in the industry [74], as this method do not

attempt to change topology of the circuit or the layout. Also, widening metal width decreases the

metal resistance at the expense of metal routing area which in turn reduces the IR drop across the

metal layer. This approach of IR drop reduction technique can be adapted to establish an automated

environment to get a budget of the metal widths within acceptable IR drop limit. However, this

approach increases the metal routing area of the chip. It is also desirable for the power grid designers

to have a minimum area of metal wires of the PGN in order to obtain a lesser chip area and greater

yield of the chip. Therefore, these two power grid design objectives are violating such that reducing IR

drop increases the area of metal wires of the power network and vice versa. Therefore, it is necessary

to have a trade-off between these two objectives, i.e., IR drop and metal routing area resource of the

chip in an automated environment, which is also the main motivation of this work. So minimizing

these two parameters of the on-chip power network concurrently constitute a multi-objective on-chip

Parts of the work of Chapter 4 is published in proceedings of IEEE Computer Society Annual Symposium on VLSI
(ISVLSI 2018), Hong Kong SAR, China, by S.Dey et al. “PGIREM: Reliability-Constrained IR Drop Minimization
and Electromigration Assessment of VLSI Power Grid Networks using Cooperative Coevolution".
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IR drop-metal routing area minimization problem of PGN.

Analyzing worst case IR drop by considering non-ideal power grid and underlying nonlinear circuits,

is practically infeasible due to size of the power grid and also due to the nonlinear nature of many

devices in the underlying circuits. Moreover, IR drop depends on the current load of the devices.

Therefore, current loads are estimated before doing the IR drop analysis. Such an approximation is

correct as the IR drop of the PGN is generally a small percentage of the supply voltage. By modeling

the underlying circuit as current loads, the IR drop analysis can be formulated as a linear system of

matrices. Therefore, solving this system of equations take O(n4) as the system matrix is of the order of

O(n2). So, several works tried to solve the IR drop analysis using different approaches, such as random

walk [16–19] and hybrid solver [20] to do the power grid analysis without involving direct computation

of the matrices related to power grid circuit or strive to overcome size of the problem by obtaining

locality of the PGN [21, 22]. IR drop analysis is done efficiently using many new approaches [23].

Some parallel approaches are also used to solve IR drop analysis [24, 25]. By doing IR drop analysis,

the hotspots generated by the IR drop noise are located. Subsequently, those hotspots have to be

minimized, and that is the main aim of IR drop minimization.

Motivations: Most of the works on power grid design optimization as discussed earlier have em-

phasized to optimize a single design objective of the PGN using IR drop as a design constraint. For

the older technology nodes, power grid design with a single design objective is successful. However,

with the advancement in technology nodes and an increase in the size of PGNs, the IR drop problem

is deteriorating much more due to the increase in power consumption by the underlying circuits [43].

Simultaneously, it is also desirable to have a minimum area of the power grid. Therefore, it is more

robust if we consider multiple design objectives during the design of the PGN. Furthermore, no work

has been reported yet to deal with different design objectives of the power grid design problem. Mini-

mization of only metal routing area of the PGN leads to a decrease in width of the metal wires, which

in turn increases the resistance of the metal wires. As a result, the IR drop caused by the metal

lines increase. Considering this if we try to minimize only the IR drop by increasing width of the

metal wires then area of the metal wires increase. Hence there must be a trade-off between metal

routing area resource and IR drop noise to have an optimum reliable design of the PGN. Accordingly,

an optimization problem can be formed considering these two violating objectives of the power grid

design.
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It has been observed that variations of IR drop increase with an increase in size of the PGN. One

major reason behind increase in the IR drop with increase in size of the PGN is due to an inadequate

increase in the number of voltage pads (due to the area constraints) with respect to the increase in the

size of PGN. Therefore, it is necessary to increase number of voltage pads in order to reduce the IR drop,

which also increases area of the chip. Further, it adds other issues associated with the voltage pads

(C4 pads) such as inductive noise, packaging effect on Cu/low k interconnect, and electromigration

of solder balls [75, 76] which increase the reliability issues of the chip. However, reducing IR drop

by widening metal width doesn’t have any such reliability issues. Although it increases the metal

routing area, ultimately, it results in substantial reliability in design. Furthermore, with an increase in

size of the PGN, the metal routing area also increases; simultaneously, the IR drop noise deteriorates

considerably for larger power grids. Moreover, minimizing only the IR drop at the expense of area is

not cost-effective. Therefore, obtaining a trade-off between IR drop-metal routing area is very much

required to obtain a reliable chip with acceptable IR drop also with a good yield of the chip. Therefore,

in this chapter, we solve this multi-objective optimization problem with the help of metaheuristics. We

have developed a framework to solve the multi-objective on-chip PGN problem. NSGA-II [77] is used as

the main optimizer. The reason behind the use of NSGA-II is it deals with multi-objective conflicting

optimization problem-solving. The proposed framework employs NSGA-II based optimization engine

to obtain a trade-off between the total IR drop of the whole PGN and the metal routing area by varying

metal line widths of each of the metal segments (branches). This facilitates the power grid designers to

obtain the IR drop and metal routing area trade-off without varying the designs iteratively. Designers

also utilize decoupling capacitances at a few crucial nodes to decrease the effects of IR drop and Ldi/dt

voltage. However, in this chapter, we are only examining IR drop reduction by modifying the metal

widths.

In this work, we are the first to:

• Propose a design space exploration framework for multobjective large-scale on-chip power grid

design.

• We solve this multiobjective optimization problem using evolutionary computing technique.

With this work, we answer the following questions at VLSI Physical Design level:

• How effective evolutionary computing technique is for the on-chip power grid design phase?
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• How effectively evolutionary computing technique can handle multiple design objectives in on-

chip power grid design?

Initially, we have addressed the issues of IR drop and metal routing area minimization separately

as single-objective optimization problems. In Section 4.3, IR drop minimization problem for PGN is

addressed and is also formulated as a large-scale minimization problem. The minimization problem is

solved using Cooperative Coevolution based method. Similarly, in Section 4.4, minimization of the area

of the PGN is performed considering different reliability, and power-aware constraints. The primary

contribution this chapter is single-objective and multi-objective optimization of power grid network.

The major contributions of this chapter are listed below:

• IR drop minimization problem is addressed formulating it as objective function and solved using

Cooperative Coevolution technique.

• Further, reliability-constrained problems are identified for multiple critical design objectives

which is essential for addressing key challenges of reliable early stage PGN design.

• First-of-a-kind multi-objective minimization for PGN is introduced, and the objective function

for the minimization of IR drop-metal routing area is formulated.

• NSGA-II based evolutionary algorithm has been adapted for minimizing the multi-objective

minimization of IR drop-metal routing area.

• Experimental validations are shown for real design based power grid benchmarks, which shows

an excellent trade-off between IR drop and area of the PGN, for a reliable design of PGN.

The rest of the chapter is organized as follows. The challenges and opportunities in early stage power

grid design are identified and the related works are discussed in Section 4.2. IR drop minimization as

single objective optimization problem is addressed in Section 4.3. Metal routing area minimization as

single objective optimization problem is addressed in Section 4.4. Further, IR drop and metal routing

area are formulated as multi-objective optimization problem in Section 4.5. NSGA-II based multi-

objective optimization is described and adapted to minimize IR drop-metal routing area in Section

4.6. Experimental validations on different real design based power grid benchmark is shown in Section

4.7. The work is concluded in Section 4.8.
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Figure 4.1: Power Planning in VLSI Physical Design with emphasis on IR drop reduction

4.2 Preliminaries

4.2.1 PGN Design

Designing reliable PGN is the main objective of the power planning phase of VLSI Physical design.

Power planning is a vital step in the design of a VLSI chip. Power planning phase consists of many

steps, which is explained in the Figure 4.1. Initially, the floor-planning of the PGN is performed.

Subsequently, metal lines of the power grid are formed according to the floorplan. Thereafter, the

PGN is undergone early stage power grid analysis. PGN is extracted from the real designs and

approximated circuit models are used to produce SPICE netlists. Accordingly, power grid analysis (IR
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drop analysis) is performed to obtain an early estimation of voltages and currents of the power grid,

considering current sinks as the underlying circuits. From early stage power grid analysis the hotspots

created by the IR drop can be located which may suffer from IR drop violations. Subsequently, those

violated regions are fixed by optimizing different parameters of the PGN, especially widening metal

widths around the violated regions.

P�✁✂✄ ☎✄✆✝

P�✁✂✄ P✞✝✶✟✠✡☛

❇☞�✌✍✎

◆✂✏✁�✄✍✎

❋✑✒✌✏✆�✒✞☞

Figure 4.2: A representation of floorplan of an SoC and its PGN connection with the functional logic
blocks.

4.2.2 PGN Model

A representation of floorplan of an SoC and its PGN connection with the functional logic blocks is

shown in Figure 4.2. For our study, a steady-state equivalent circuit model of the PGN is used, which

is shown in Figure 4.3. The model includes only the resistances of the metal lines ignoring all other

parasitic effects and construct a grid of resistances, as shown in Figure 4.3. The functional blocks are

modeled as the constant current sources connected to the ground, as shown in Figure 4.3. Similarly,

for modeling the ground network, the direction of the current sources have to be reversed. All power

connections (Vdd) should be replaced as the ground connection (GND) for the ground network. Vias

used for connecting different metal layers are presumed to have zero resistance for our model, as it

bears very minimal resistances. We have not considerd any other effects due to the capacitances or the

inductances amalgamated with the C4 bumps, which is used to connect Vdd and ground connections.

4.2.3 PGN Analysis

The main motive of performing power grid analysis (or IR drop analysis) is to find the voltage

affected nodes created by the IR drop. Generally power grid analysis is done using steady state

analysis and transient analysis. Initially steady state analysis is done to see the steady state current

43



4. Design Space Exploration of Power Grid using Heuristic Approach

and voltages of the circuit. To see the transient changes in currents and voltages, transient analysis

is also done. Here, we are considering only the steady state model for our problem formulation and

experiments as from the steady state model we can know about primitive nature of the circuit. We

represent the steady-state model of the PGN as a system of linear equations i.e., GV = I, where G

matrix denotes the conductances of the metal lines, the current sources are interpreted as I vector and

node voltages of all the nodes of the grid form the V vector. We adapt a direct solver as proposed

in [12] named as KLU solver, for solving the matrices and obtaining the current, voltages of the PGN.

We use this current and voltages as input to our multiobjective optimization engine.

Vdd

Vdd

Figure 4.3: Resistive network model of PGN.

4.2.4 PGN Optimization

The objective of the PGN optimization is to minimize all the reliability issues especially to minimize

IR drop which may occur in the power grids. Generally, after locating the IR drop affected nodes

different approaches can be adopted to reduce the IR drop. In this work, we have adopted widening

the wire length method as it doesn’t require any change in the topology of the grid. Accordingly

we tried to automate the IR drop minimization process along with considering metal routing area as

another objective and formed an multiobjective optimization problem under the reliability constraints.

4.2.5 Background of Single and Multi-objective Optimization

In order to make sure basic understanding, few terms related to the single and multi-objective

optimization method are defined for the completeness of the chapter. For single objective optimization

problem, we have only one objective to optimize subject to some constraints. Single objective problems

can be optimized using any search or heuristic technique. A multi-objective optimization problem has

two or more contradicting objective functions. The idea is to obtain an optimum trade-off point
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satisfying all the objective functions and the corresponding equality and inequality constraints. In

mathematical term, it can be expressed as follows

minimize
x

{f1(x), f2(x), · · · , fk(x)}, k ≥ 2

subject to gi(x) ≤ bi, i = 1, . . . ,m,

(4.1)

where we have k objective functionsfi : Rn → R bounded by m constraint functions gi. x represents

the decision variable vector which is generally independent of the optimization problem and belongs

to the decision vector set (space) S ⊂ Rn such that x ∈ S. The decision variable space S comprises

the area that is to be searched during the optimization process. S covers all the potential values the

decision variables can consider which is shown in Figure 4.4, where feasible decision variable space S′

represents all the feasible values the decision variables can assume multi-objective functions with two

objectives as f1 and f2 under m constraint functions.
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Figure 4.4: Decision variable and search space

4.2.5.1 Pareto-Optimal Solution

Definition 4.1. [78] A decision vector y∗ ∈ S′ can be called Pareto Optimal if and only if there
does not exist another decision variable vector y ∈ S′ such that fi(y) ≤ fi(y

∗) ∀i = 1, 2, · · · , k and
fj(y) < fj(y

∗) for at least one index of j.

From the definition it is clear that a multiobjective problem generates Pareto-optimal solutions

or non-inferior solutions and none of the solutions is stated as better than other solutions. These
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Pareto-optimal solutions give rise to Pareto fronts.

4.2.6 Motivations behind using evolutionary algorithm

There are many classical methods for solving multiobjective optimization algorithms for example

weighted sum methods, ε-Constraint method, weighted metric methods, Benson’s method, value func-

tion method and many iterative methods [79]. However these methods have many disadvantages in

convergence while solving non-convex functions [79]. Solutions of the non-convex functions can be

achieved by minimizing a Tchebycheff metric (Chebyshev metric) constructed by using multiple ob-

jectives which also requires weight vector to handle objectives differently [78]. Most of the classical

algorithms convert the multiobjective problem into a single objective problem by introducing some

user-defined parameters [79]. For some of these algorithms, it has been proved that optimal solution

of the converted single objective problem is also one of the Pareto-optimal solution [78]. However,

their practical use needs many iterations of these algorithms to achieve a optimal solution. Moreover,

these classical algorithms involve a number of user-defined parameters. Therefore, evolutionary algo-

rithm has been used to solve our multiobjective optimization problem of which one of the objective is

non-convex by nature.

4.3 Single Objective Problem Formulation: IR Drop Minimization

4.3.1 Objective Function for IR Drop Minimization

Let’s consider G = {V,E} be a graph corresponding to a power grid network, where V =

{1, 2, · · · , n} is the set of all the n nodes of the power grid network and E = {1, 2, · · · , b} is the

set of all the b branches of the graph corresponding to the steady state model of power grid network.

If I is the current passing through a metal segment (branch of the graph) of the Power Grid network

having resistance R, then the voltage drop occurred across the metal segment can be represented by

υ,

υ = IR (4.2)

With sheet resistance ρ Ω/� which is constant for a metal layer, having metal segment length and

breadth of l and w respectively, the voltage drop can be denoted by the following:

υ = I
ρl

w
, (4.3)

where R = ρl
w represents the total resistance of the metal segment of the power line. Similarly, the
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voltage drop of the whole Power Grid network with b number of metal wire segments (or branches)

can be written as follows:

υ =

b∑
i=1

|Ii|Ri

=

b∑
i=1

|Ii|
ρli
wi
,

(4.4)

where W, I, l are set of vectors of metal widths, branch currents and metal lengths respectively i.e.,

W = (w1, · · · , wb), I = (I1, · · · , Ib), l = (l1, · · · , lb). For large value of b, equation (4.4) can be treated

as the large scale optimization problem. In equation (4.4), Ii and wi are the variables for the ith metal

segment which are non-separable in nature. Non-separable variables are those for which objective

function depends on the interacting variables [80]. li has been taken as constant for the objective

function throughout this work which can be imported from the circuit netlist. Therefore, for the whole

power grid network, vectors I and W are sets of non-separable variables. Hence, the objective function

can be formulated as a large-scale optimization problem with b non-separable variables as follows:

υ(Ii, wi) =

b∑
i=1

|Ii|
ρli
wi

(4.5)

Hence the IR drop minimization problem with unequal branch currents Ii is given as follows:

P : minimize
wi∈W Ii∈I

υ, (4.6)

subject to different reliability constraints which are described in section 4.3.2.

Theorem 4.1. Minimization of total IR drop υ of (4.5) reduces the worst case (maximum) IR drop.

I x

g1

g2

g3

g4

x

2

31

4

Figure 4.5: PGN model with only one node connected to a current source.
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Proof. The worst case maximum IR drop υIR max can be expressed as

υIR max = Max(VDD − Vx) ∀x ∈ V, (4.7)

where Vx is the node voltage of the xth node which depends on the voltage of the neighboring nodes
and also depends on the current of the neighboring edges. Using KCL for a node Vi (see Figure 4.7),
carrying current Ii from x to i, the expression of Vx can be written as follows:

Ii =
Vx − Vi
Ri

∀i ∈ Ks

⇒ Vx = Vi + IiRi

⇒ Vx = Vi + Ii
ρli
wi
,

(4.8)

where Ks is the set of neighboring nodes of x. Therefore, Vx of (4.8) depends on the neighboring node
voltages, neighboring branch currents and resistances. Also, υ of (4.4) depends on neighboring branch
currents and resistances. Therefore, minimizing υ of (4.4) under the constraint C1 : |Ii∈E |Ri∈E ≤
ξ ∀i ∈ E by varying current and resistance reduces the worst case maximum IR drop υIR max of
(4.7).

4.3.2 Constraints for IR drop minimization

4.3.2.1 IR Drop Constraints

It can be defined by the following relation:

C1 : |Ii∈E |Ri∈E ≤ ξ (4.9)

The above relation should be maintained for all the ith branches of the power grid network. ξ is the

maximum tolerance level of voltage drop noise allowed between two consecutive nodes of the power

grid network.

4.3.2.2 Metal Area Constraints

The metal area of the power grid network should be restricted to Amax:

C2 :
b∑
i=1

liwi ≤ Amax (4.10)

4.3.2.3 Electromigration Constraints

To prevent the current carrying metal lines from electromigration, the current density of the metal

lines should be less than Im

C3 :
Ii∈E
wi∈E

≤ Im (4.11)
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4.3.2.4 Minimum Width Constraints

The minimum width of the metal lines wmin is limited by the technology on which the power grid

network lies. Therefore, the constraint can be expressed as:

C4 : wi∈E ≥ wmin (4.12)

4.3.2.5 KCL Constraints

KCL should be followed at all the n nodes of the power grid network.

C5 :
K∑
i=1

Iji + Ix = 0 ∀j ∈ V (4.13)

where K is the number of neighboring nodes of node j and Ix is the sink current of the model connected

to ground.

4.3.3 Minimization using Cooperative Coevolution

For the minimization, we have employed Cooperative Coevolution (CC) based evolutionary algo-

rithm which is described in Appendix B. CC is introduced into Genetic Algorithm for optimization of

function by Potter et al. [81]. Liu et al. [82] used CC in large-scale optimization problem by using Fast

Evolutionary Programming with Cooperative Coevolution. CC is introduced into PSO by Bergh et

al. [83]. CC has also been adapted into Differential Evolution(DE) in [84], [80]. An improved version of

DE is Self-Adaptive Differential Evolution with Neighborhood Search(SaNSDE) [85] which self-adapts

its scaling factor F, crossover rate CR, and mutation strategy. It is proved that SaNSDE performs

quite well compared to the other similar DE algorithms [85]. Yang et al. [80] showed that SaNSDE

under CC framework (CC-SaNSDE) for large-scale variable optimization works very well. To deal

with the non-separable nature of the problem, random grouping based decomposition strategy of the

decision variables is used. Generally, in large-scale problems, only a proportion of variables interact

with each other, therefore, the random grouping of variables increase the probability of grouping two

interacting variables in the same subcomponent [86]. So CC-SaNSDE has been adapted here to solve

total IR drop minimization of power grid network.

4.3.4 IR drop minimization using CC-SaNSDE

The IR drop minimization algorithm using CC-SaNSDE is given in Algorithm 4.1. For the problem

P, number of variables are decomposed to form subcomponents and then each of the subcomponents is
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Algorithm 4.1: IR drop minimization using CC-SaNSDE
Input: Both branch width & current ranges (for problem P) are given as input from a power

grid circuit netlist with b branches and n nodes. Branch lengths from the netlist are
also taken as input.

Output: Optimum power grid netlist having minimized IR drop along-with the corresponding
optimum resistance budget and metal width budget for the b branches.

1 Search space S is constructed in such a way to incorporate the reliability constraints C1, C2, C3,
C4, and C5 mentioned in section 4.3.2.;

2 while inside search space S do
3 Initialize the initial parameters for CC-SaNSDE with random grouping.;
4 Random grouping is employed to decompose the b variables in t subcomponents.;
5 SaNSDE optimization algorithm is used to optimize each of the subcomponents.;
6 Random grouping strategy is also used for the co-adaptation of all the subcomponents.;
7 Optimum metal widths corresponding to minimized IR drop is found and model parameters are
updated.;

8 KLU solver is used to find the optimum IR drop.;

minimized using SaNSDE. The subcomponents are formed based on random grouping of variables and

each of the subcomponents are minimized using SaNSDE. And finally, random grouping based strategy

is used for co-adaptation of the subcomponents. Also, SaNSDE has been modified to incorporate the

reliability constraints as mentioned in section 4.3.2, to keep the search space within the region of

validation. Branch widths are calculated corresponding to the resistances of the branches and ranges

of branch width is given as input for the problem P. Apart from the branch width ranges, power grid

analysis is done using KLU solver [12] to find the branch current ranges of the power grid network and

given as input.

4.3.5 Experimental Results

Experiments are performed on standard IBM power grid benchmarks (refer to Appendix A), which

demonstrate that IR drop minimization is obtained at the expense of increase in metal routing area,

as listed in Table 4.1. Since we have got an increase in metal routing area of power grid network.

Table 4.1: Comparative Study of Proposed IR Drop Minimization before optimization phase

PG_circuits Before optimization After Optimization
VIR worst initial (V) VIR worst (V) ∆VIR worst ∆A

ibmpg2 0.0369 0.0263 -28.72% +17.87%
ibmpg3 0.2438 0.1879 -22.92% +14.33%
ibmpg4 0.0086 0.0041 -52.32% +22.65%
ibmpg5 0.0690 0.0431 -37.53% +18.27%
ibmpg6 0.2063 0.1529 -25.88% +15.82%
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Therefore, in the next section we have performed the area minimization forming it as single objective

optimization problem.

4.4 Single Objective Problem Formulation: Metal Routing Area Min-
imization

4.4.1 Objective Function for Metal Routing Area Minimization

Here we consider our PGN as a graph G = {V,E} with all the nodes of the PGN as vertices set

V = {1, 2, · · · , n} and all the branches of the PGN as edges set E = {1, 2, · · · , b} for the DC load model

of the PGN. A pictorial representation of metal lines of 3× 3 PGN is shown in Fig. 4.6

li

wi
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Figure 4.6: A pictorial representation of metal lines of 3× 3 PGN

If l (length) and w (width) are the dimensions of a single metal fragment of the PGN which exhibits

resistance R, then area covered by the metal fragment is expressed as A :

A = lw (4.14)

For the same metal fragment, if it exhibits a sheet resistance ρ Ω/� which is generally considered to

be constant for the same layer of the metals, then the resistance of the metal fragment is analytically

expressed as:

R =
ρl

w
, (4.15)

For a current of I A across the metal line, the voltage drop (IR drop) across the metal line can be
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defined by,

Vir = IR

= I
ρl

w

(4.16)

Also the power dissipation of a metal line is represented by the following

Pdiss = IVir

= I2R

(4.17)

Our objective here is the minimization of the metal routing area of the PGN maintaining IR drop

(Vir) within an acceptable limit, with having less power dissipation (Pdiss), and also subject to other

reliability constraints mentioned in the section 4.4.2. Hence, for the entire PGN containing b metal

wire fragments (or edges) the total metal routing area is expressed as given below:

Atotal =

b∑
i=1

liwi (4.18)

A large PGN has a large value of b, which makes (4.18) a cost function containing a large tally of

decision making variables. In view of this, as the cost function of (4.18) has to be minimized, hence

this cost function is termed as large-scale minimization problem, where wi makes the variables set

w = (w1, w2, · · · , wb) for i = 1, 2, · · · , b. Here, li is considered to be a constant for the cost function

(equation (4.18) ) and the value of li is imported from the PGN netlist in order to evaluate the cost

function. Therefore, the cost function is expressed as a large-scale total metal routing area minimization

problem with b number of variables and is constructed as follows:

P : minimize
wi∈W

Atotal, (4.19)

subject to the constraints mentioned in the Section 4.4.2.

4.4.2 Constraints for metal routing area minimization

4.4.2.1 IR Drop Constraints

From (4.16) the IR drop restriction is established by the expression given below::

C1 : |Ii∈E | ρ
li∈E
wi∈E

≤ ξ (4.20)
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The inequality given above should be strictly obeyed for all the ith edges of the PGN. ξ is the highest

value of tolerance of IR drop noise permitted between two connected vertices of the PGN. Basically ξ

is the maximum allowable voltage difference between two consecutive nodes of the PGN.

4.4.2.2 Metal Line Area Constraint

In order to limit our design in a confined area, the total metal routing area occupied by the metal

lines of the PGN should be limited to Amax:

C2 :

b∑
i=1

liwi ≤ Amax (4.21)

4.4.2.3 Current Density Constraint

The maximum current density of the metal lines of the PGN should be limited to Im, in order to

avoid degradation of the metal lines due to electromigration based reliability issues.

C3 :
Ii∈E
wi∈E

≤ Im (4.22)

4.4.2.4 Metal Line Width Constraint

The design of the metal lines should follow the design rules of the given CMOS technology nodes

and should follow the minimum width design rules in order to avoid any design rule violations. The

metal width constraint can be represented as follows:

C4 : wi∈E ≥ wmin (4.23)

4.4.2.5 Current Conservation Constraint

At all the n vertices of the PGN, Kirchhoff’s Current Law (KCL) or the current conservation

constraint must be observed, which is represented as follows:

C5 :
K∑
i=1

Iji + Ix = 0 ∀j ∈ V (4.24)

where the symbolK denotes neighboring vertices tally around the vertex j and the symbol Ix represents

DC load current of the PGN model which is placed at all node of nodes to the ground.
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4.4.2.6 Power Dissipation Constraint

The power dissipation of a metal interconnect of the PGN should be limited by ψ.

C7 : Pdiss = IiViir ≤ ψ

= I2
i Ri ≤ ψ

=
ρliI

2
i

wi
≤ ψ

(4.25)

Property 4.1. Minimization of area of the PGN is dependent on reliability, and power-aware con-
straints

Proof. From equation (4.18), we know that Atotal depends upon width (wi) of each of the metal
interconnect.

Atotal ∝ wi (4.26)

Therefore, to minimize the area we have to reduce the wi. However, most of the constraints mentioned
in section 4.4.2 directly or inversely proportional to wi

Constraints ∝ wi or
1

wi
(4.27)

and reducing wi surely affects these constraints. Therefore, minimization of the area depends on the
reliability, and power-aware constraints.

4.4.3 Metal Area minimization using CC-SaNSDE

Algorithm 4.2: Metal Area minimization using CC-SaNSDE
Input: The cost function P, widths (wi), lengths (li), number of edges (b), number of vertices

(n). All the data is extracted from the power grid netlist.
Output: Optimum metal widths of the metal lines with decreased total metal routing area.

1 The reliability, and power-aware constraints C1, C2, · · · , C7 mentioned in section 4.4.2 are
incorporated to generate a search space T .;

2 while inside search space T do
3 Initialization is done for the initial parameters of CC-SaNSDE;
4 Decomposition of the b variables in t subcomponents is done using random grouping

strategy;
5 For optimizing the subcomponents, SaNSDE optimization algorithm is used;
6 The subcomponents are co-adapted by randomly grouping the best solutions of the

subcomponents.;
7 Optimum widths of the metal lines of the PGN is evaluated corresponding to the minimized
total metal routing area and the model parameters are updated.;

For this minimization problem also we employ CC-SaNSDE, because of the similar nature of the

problem. The total metal routing area minimization algorithm for PGN exercising CC-SaNSDE is

presented in Algorithm B.2. Initially, to find all the edge currents and all node voltages of the PGN,

the grid analysis of PGN is performed with the help of the KLU based matrix solver [12]. In order to

power grid analysis, KLU Solver is used subsequently to solve the linearized system of equations of the
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PGN. All the required parameters are initialized for the SaNSDE. Search space T is created considering

all the constraints mentioned in section 4.4.2 to restrict the search space of the cost function interior

to the area of validation. Subsequently for the problem P, initially Cooperative Coevolution based

scheme is used to decompose a large number of variables of the problems into smaller instances of

the subcomponents. The decomposed variables are collected randomly in a number of smaller groups

to make different subcomponents. Once the subcomponents are formed, the minimization of each of

the subcomponents is done individually, with the help of SaNSDE optimizer. Eventually, after all the

subcomponents are minimized individually, again arbitrary grouping based co-adaptation scheme is

employed to reach the global near-optimum value of the cost function. In this way, the total metal

routing area of P is minimized. Optimized edge widths are determined corresponding to the minimized

metal routing area of the PGN with the help of the cost function P.

4.4.4 Experimental Results

Experiments are performed on standard IBM power grid benchmarks, which demonstrate that

metal routing area minimization is obtained at the expense of increase in worst-case IR drop, as listed

in Table 4.2. Further, in order to obtain a trade-off between IR drop and metal routing area of on-chip

Table 4.2: Comparative Study of Proposed Metal Routing Area Minimization before optimization phase

PG_circuits Before optimization After Optimization
Area (106µm2) Area (106µm2) ∆A ∆VIR worst

ibmpg2 1449.19 1130.36 -22.02% +14.17%
ibmpg3 3462.86 2576.35 -25.61% +12.56%
ibmpg4 6162.69 4940.01 -19.84% +16.19%
ibmpg5 2870.70 2263.54 -21.15% +15.33%
ibmpg6 4505.54 3393.12 -24.69% +13.21%

power grid network, the following multi-objective formulation is constructed.

4.5 Multiobjective Problem Formulation: IR Drop and Area as Con-
flicting Objectives

4.5.1 Problem Formulation

We assume the PGN as a graph G = {P,Q}, where P = {1, 2, · · · , n} represents the set of nodes

and Q = {1, 2, · · · , b} represents the set of branches equivalent to the PGN steady-state model, shown

in Fig. 4.3.
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Table 4.3: Parameters along with their meanings

Metric Meaning Value
li Length of metal line i Depends on design
wi Width of metal line i
gi Conductance of metal line i
Ri Resistance of metal line i
Ii Current through metal line i
Ix Current sink of the power grid model connected to ground
ρ Sheet resistance of metal line 0.02 Ω/�
Ai Area of metal line i
Vx Voltage of node x
v∗x IR drop of node x
υIR IR drop across metal line i
%ϑ Percentage of affected nodes above Vth
Vtolerance Tolerance level of voltage 10%ofVdd
Vth Threshold voltage
Vdd Supply voltage 1.8V
ξ Voltage difference between two consecutive node

If I is the steady-state current crossing within a metal segment of the PGN having resistance R,

then the IR drop or the voltage drop (υIR) generated across the metal segment can be calculated as

follows :

υIR = IR, (4.28)

where R denotes resistance of the metal segment and I is steady-state current through the segment.

The voltage drop can be written in terms of sheet resistance ( ρ Ω/�), metal wire length (l) and width

(w) as follows,

υIR = I
ρl

w
(4.29)

where R = ρl
w denotes the total resistance of the metal segment of the power line. Furthermore, the

total IR drop or voltage drop of the complete PGN having b metal line segments (or branches) can be

formulated as given below:

υIR total =
b∑
i=1

|Ii|Ri

=

b∑
i=1

|Ii|
ρli
wi

(4.30)

where the notations W, I, l are vectors which represents metal segment widths, metal segment currents

and metal segment lengths respectively i.e., W = (w1, · · · , wb), I = (I1, · · · , Ib), l = (l1, · · · , lb).
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To minimize the IR drop, width of the metal segments need to be increased. However by doing so,

we are increasing the metal wires area, which decreases yield of the chip, so we need to minimize the

area also. Therefore objective function for the area can be written as follows:

A =
b∑
i=1

liwi (4.31)

where Ai = liwi is area of the ith metal wire segments, with li as length and wi width of the metal

segments.

The aforementioned problem can be formulated as the multi-objective optimization problem as

follows:

minimize
Ii,wi


υIR total =

∑b
i=1|Ii|

ρli
wi

A =
∑b

i=1 liwi

subject to |Ii|
ρli
wi
≤ ξ ∀i ∈ Q, liwi ≤ Aseg ∀i ∈ Q,

b∑
i=1

Ai ≤ Amax, wi ≥ wmin ∀i ∈ Q,

K∑
i=1

Iji + Ix = 0 ∀j ∈ P (KCL),

Ii ≤ Imax.

(4.32)

where, KCL stands for Kirchoff’s Current Law, which describes the conservation of electric charge in

every node of an electric circuit. Aseg is the maximum area allowed for each metal segment. Amax

maximum total metal routing area allowed for the design. Imax is the maximum current density of each

of the interconnect. i represents the indices of the interconnects and j represents the indices of nodes.

The formulated multi-objective optimization problem is to minimize the two contradicting objectives

of PGN design phase IR drop and area simultaneously.

Corollary 4.1. The total IR drop υIR total under the constraint C1 : |Ii| ρliwi
≤ ξ ∀i ∈ Q (mentioned in

section 4.5.2.1) is directly depends on the worst case maximum IR drop υIR max. The reduction of total
IR drop υIR total also reduces the worst case maximum IR drop.

From the Corollary 4.1, it is clear that minimization of total IR drop also reduces the worst case IR

drop. To be more specific, minimizing total IR drop reduces the effects of IR drop at all the nodes. The

number of nodes affected by the IR drop above a threshold voltage Vth represented by ϑ, also reduces
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due to minimization of total IR drop. Percentage reduction of nodes can be expressed as follows:

%ϑ =
|P | − |v∗|
|P |

× 100, (4.33)

where v∗ is the set of affected nodes by the IR drop above Vth. Let, υIR node be a element of v∗ which

can be calculated as below:

υIR node = VDD − Vx; Vx ≥ Vth (4.34)

Therefore, calculating ϑ requires the node voltages of all the nodes. For a node x, an alternative

expression of Vx using KCL can be given as below:

Ix =
K∑
i=1

(Vx − Vi)gi

⇒ Vx =

∑K
i=1 giVi∑K
i=1 gi

+
Ix∑K
i=1 gi

,

(4.35)

where gi = 1
Ri

and Ix is the current sink from the node x of the power grid model going to the

ground as shown in Figure 4.7 and K is the adjacent nodes count of the node x. Vi also depends

on the adjacent branch currents Ii. Since %ϑ and A both depends on Ii and Ri and both objectives

I x

g1

g2

g3

g4

x

2

31

4

Figure 4.7: PGN model with only one node connected to a current source.

are conflicting. Therefore, under the constraints mentioned in (4.32), the multiobjective minimization

problem of (4.32) can also be rewritten as:

minimize
Ii,wi


%ϑ

A

(4.36)
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4.5.2 Multi-objective Reliability and Yield Constraints of PGN

The constraints mentioned in (4.32) can affect the objective functions so here the constraints are

described concisely:

4.5.2.1 IR drop Reliability Constraint:

The voltage drop constraints can be described by the following relation:

C1 : |Ii|
ρli
wi
≤ ξ ∀i ∈ Q (4.37)

The above expression has to validated for all the ith interconnects of the power network of the PGN.

ξ is the voltage drop difference between two consecutive nodes.

4.5.2.2 Metal Area-based Yield constraints:

The total metal routing area should be restricted to Amax and metal routing area of each of the

branches should be restricted to Ai

C2 : liwi ≤ Aseg ∀i ∈ Q (4.38)

b∑
i=1

Ai ≤ Amax (4.39)

4.5.2.3 Electromigration Reliability constraint:

To prevent the power grid lines from electromigration-based reliability failure, the current density

of the grid lines should be limited by Imax

C3 : Ii ≤ Imax ∀i ∈ Q (4.40)

4.5.2.4 Minimum metal line width constraints:

The minimum width of power grid lines wmin is selected depending upon the technology nodes.

The constraint can be written as follows,

C4 : wi ≥ wmin ∀i ∈ Q (4.41)
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4.5.2.5 Node constraints:

KCL has to be validated at all the n nodes of the PGN in order to ensure the electrical rules check.

C5 :
K∑
i=1

Iji + Ix = 0 ∀j ∈ P (4.42)

where K is the number of adjacent nodes of node j.

4.5.3 Constraints Handling

To handle different reliability constraints different constraint handling techniques have been used

which has been mainly categorized in boundary constraint, equality constraint, and non-equality con-

straint.

4.5.3.1 Boundary Constraints

During evaluation of the boundary constraints, it is necessary to guarantee that the design pa-

rameter values are within the domain of all the constraints. When the design parameters go out of

the domain of the constraints, then it is substituted by a random value within the domain [87]. The

random value is calculated as given below [87]

xc =


lowc + rand(0, 1)× (uppc − lowc), if xc < lowc or xc > uppc

xc, otherwise
(4.43)

where xc denotes the random value, rand(0, 1) returns a real value between 0 and 1 with uniform

distribution, lowc and uppc denote the lower and upper bounds of design parameter c respectively.

4.5.3.2 Equality Constraints

We use a most probable point-based equality constraint handling method as mentioned in [88]. In

this method, the optimization problem is solved to find the point on the constraint boundary. The

point on the constraint boundary closest to a given solution is considered as the most probable point.

4.5.3.3 Inequality Constraints

The inequality constraints during on-chip power grid design are satisfied using the constrained-

domination principle [77]. It states that feasible solutions are identified and ranked according to their

non-domination level.
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4.6 Proposed Minimization Framework for PGN

The minimization framework deals with the objective function mentioned in (4.32). With increase

in number of nodes in the PGN model the number of decision variables of the objective function

mentioned in (4.32) also increases. This can be seen as large scale multi-objective problem. Solving

such multi-objective problems for millions of decision variables with millions of constraints is not

computationally feasible till now as can be seen in [89] where the authors have done multi-objective

optimization for only 5000 decision variables. Therefore, to solve our multi-objective problem, we have

to follow divide and conquer approach. We need to minimize the IR drop-metal routing area of the

PGN subcircuit by subcircuit. A subcircuit consist of a single node and four edges of the PGN is

shown in Figure 4.7. So initially we’ll be solving the minimization problem for a subcircuit with a

single node, the neighboring edges connected to it and the current sink connected to the ground. So

for a subcircuit with a single node the objective function of (4.32) can be rewritten as

minimize
Ii,wi


υIR subckt =

∑K
i=1|Ii|

ρli
wi

Asubckt =
∑K

i=1 liwi

(4.44)

subject to constraints mentioned in section 4.5.2, where K denotes the number of neighboring nodes of

the jth node which is generally 4 or 5 for PGN. NSGA-II based evolutionary algorithm [77] is adopted

to solve the multi-objective IR drop-metal routing area minimization problem, as it is one of the well-

known multi-objective optimization technique. Many other multi-objective optimization algorithms

are also developed, and any of them can be used. Moreover, we are adapting the constraint handling

techniques in NSGA-II for solving our problem. The NSGA-II algorithm is explained in the Appendix

B.

4.6.1 Minimization Framework

Our proposed minimization framework is illustrated in Figure 4.8. It contains few steps for mini-

mization of IR drop and area.

4.6.1.1 IR drop analysis using KLU Solver

Initially, power grid netlist is taken as an input to the framework. IR drop analysis is basically

finding current and voltages of the circuit. Therefore, to get the all branch currents and voltages

modified nodal analysis(MNA) matrices are created from the power grid netlist and KLU solver [12]
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is used as it has better speedup than Synopsys HSPICE circuit simulator [90]. The reason The reason

behind the better speedup is KLU efficiently solves the linear system of equations resulting from the

modified network analysis. In KLU solver [12], the matrix is permuted in block triangular form and

each block is ordered to reduce the fill. For LU factorization Gilbert-Peierls algorithm is used and the

system is solved using block back substitution [12]. Accordingly, the circuit solved is using KLU Solver

and all circuit parameters are found. From voltage and current of the circuit the affected regions by

IR drop can be located.

4.6.1.2 Setup for Minimization

As the circuit is minimized subcircuit by subcircuit, therefore, input for a subcircuit is given to

NSGA-II. For a subcircuit the decision variables are branch currents and branch widths, therefore,

these are given as input to the NSGA-II. Branch current ranges are found from the KLU solver is given

as input to the NSGA-II. Branch width ranges of all the branches are given as input to the NSGA-II,

which is found from the branch resistance of the circuits with a considering an appropriate length and

sheet resistance. All other initial parameters for NSGA-II have been fixed along with the number of

variables and given as input to the NSGA-II.

4.6.1.3 Minimization using NSGA-II

The minimization process begins with the subcircuit for which the IR drop is maximum. The

subcircuit’s violated node is considered for minimization, and interconnects connected to it go through

an optimization process for IR drop and area of the metal lines. NSGA-II is adapted in the optimization

of the subcircuits. Data for that violated node is given as input to the NSGA-II algorithm along with

all other setups for the NSGA-II algorithm. Once minimization of the violated node is performed,

rest of the nodes (subcircuits) also go through the same procedure with the help of NSGA-II until all

the nodes are minimized. For each of the subcircuits, the parameters are updated after optimization

using the Pareto optimal solutions, which further helps in minimization of the neighboring nodes. In

this way, we can achieve a good trade-off between the IR drop and metal routing area of the PGN.

The minimization procedure is mentioned in the Algorithm 4.3. As all the points of the Pareto front

are equally optimal, which point is to select for each of the subcircuit is described in the subsequent

subsection. Only highly violated nodes can be minimized to speed up the process, leaving the mildly

affected nodes. However, in order to get an optimum trade-off between IR drop and metal routing
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area, it is necessary to run the algorithm for all the subcircuits. The subcircuits with violated nodes

contribute towards IR drop minimization and the subcircuits without violated nodes contribute towards

area minimization. In this way, when all the subcircuits go through the optimization process, we obtain

the IR drop and metal routing area trade-off.

Power Grid
Model/Netlist

IR drop analysis
using KLU solver

Setup for
Minimization

Minimization of IR
drop-area for a

subcircuit of Power
Grid Network using

NSGA-ii

Minimization done for all
subcircuits?

Optimized IR drop-
area trade-off

obtained

Update the setup with
the already minimized

value selected from the
Pareto front. Repeat for

all other subcircuits.

To obtain the I,V of all the
branches and nodes of
power grid network
To obtain the hotspots or
violated nodes generated by
IR drop

Initialize parameters for
NSGA-II
Input branch current ranges
and widths as input to the
NSGA-II framework

To obtain the the Pareto-
front for optimum IR drop-
area under the constraints
of power grid network.
Select an appropriate point
from the Pareto front for
optimum design.

YesNo

Figure 4.8: Flow of the minimization framework

4.6.1.4 Selecting Appropriate Point from Optimal Pareto Front

All points of the Pareto fronts are equally optimal. Therefore, selecting a desired optimal point

from the Pareto depends upon the power grid designers. Considering the IR drop-metal routing area

trade-off, an appropriate point is selected, and all parameters of subcircuit of the PGN corresponding

to the selected point of the Pareto fronts are updated. In general, the knee point is selected as the

appropriate point, where small improvement in one objective leads to extensive degradation in other

objectives. However, for our problem, we employ criteria based on the IR drop value of the affected

node of the subcircuit. If the reference node of the subcircuit is severely affected by IR drop then

that point from the Pareto front is selected, which represents a minimized IR drop point (with 10-15%
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Algorithm 4.3: IR drop-metal routing area minimization using NSGA-II
Input : Metal segment current ranges & width are given as input for the steady-state model

of the PGN. Metal segment lengths from the netlist are also read for calculation.
Output: Total optimized IR drop along-with the corresponding optimum resistance budget,

metal width budget of the b branches, and metal routing area.
1 Power grid netlist is divided in small subcircuits and numbering is done;
2 i← 0;
3 υIR global ← υIR subckti ;
4 Aglobal ← Asubckti ;
5 for subckti+1 do
6 Search space is constructed using the constraint handling methods described in section 4.5.3

in such a way to accommodate the reliability constraints C1, C2, C3, C4, and C5 mentioned
in section 4.5.2.;

7 Initialize the initial parameters for NSGA-II algorithm;
8 NSGA-II is applied to minimize the IR drop-metal routing area simultaneously for a

subcircuit of the PGN model. ;
9 Optimal Pareto fronts are generated for each of the subcircuits. ;

10 A suitable point (Asubckti+1
, υIR subckti+1

) from the optimal Pareto front is selected as
accepted point;
// In order to ensure, the solution doesn’t stuck in local minimum
if υIR subckti+1

≤ υIR global and Asubckti+1
≤ Aglobal then

υIR global ← υIR subckti+1
;

Aglobal ← Asubckti+1
;

parameter values corresponding to point (Aglobal, υIR global) is used to update the
subcircuit value.;

// Go to next subcircuit
i← i+ 1

decrease in IR drop value) and metal routing area might be more in this case. If the reference node

is not severely affected by IR drop then area minimized point can be selected. In the Figure 4.9, a

subcircuit is shown with the reference node numbering as n1_5021_14072. For this subcircuit, its

reference node is severely affected (node voltage of n1_5021_14072 is 1.45582 V , see Table 4.5), so

the point (3.6e+05 µm2, 0.0878 V ) is selected (see Figure 4.10) as this point represents a minimized

IR drop point (see Tables 4.5 and 4.6). After selecting the point, all the parameters, such as metal

widths, branch currents, and node voltages of the subcircuit are updated. This process of minimizing

the subcircuit, selecting an optimal point from the Pareto front and updating the grid parameters

continue for all the subcircuits.

4.6.2 Computational Complexity

Computational Complexity of the multi-objective minimization framework is O(MN2) which is also

the complexity of the NSGA-II. For performing it for all the nth nodes of the PGN, the complexity

becomes O(nMN2)
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4.7 Experimental Validation

4.7.1 Configuration

All the algorithms proposed are implemented in C++ language and experiments are performed on

a machine with Intel Xeon E5-2650 processor having 32GB RAM. To demonstrate applicability and

performance assessment of the minimization framework, different IBM power grid benchmarks (i.e.,

ibmpg1, ibmpg2, ibmpg4 etc) [3] are employed. The details of all benchmarks are listed in Appendix

A. IBM benchmarks are generally considered for all experiments regarding power grid network in the

literature as these are based on the real designs of IBM chips and easily available in Internet. Since we

are only considering the case of steady-state analysis so only the DC current load benchmarks are used.

All the benchmark circuits contain DC current sinks and the metal lines are modeled as resistance.

Experiments are performed for the ibmpg1 to ibmpg_nw1 benchmark circuits. The metal line width

and length data are not available in the IBM power grid benchmarks [3]. Therefore, relevant values of

lengths are used with a the maximum length of 700µm and the equivalent width of metal layers are

obtained by assuming sheet resistance of the metal ρ = 0.02Ω/� (for 180 nm technology M6 layer)

and from branch resistances using equation R = ρl
w . IBM power grid benchmark statistics can be seen

the Table A.1 (Appendix).

Setup for minimization: Inputs for NSGA-II are initialized in this step of the framework.

populationSize is set as 100, maxGeneration is set as 100, P_cross is set as 0.9, P_mutation is set

as 0.2. Branch width and current ranges are calculated as discussed earlier and given as input. All the

reliability constraints mentioned in Section 4.5.2 are incorporated and the search space is constructed

according to that. Subsequently, random population of 100 size is created to find the optimum solution

of IR drop and area using NSGA-II. More details about the parameters configuration of NSGA-II for

a subcircuit can be found in Table 4.4.

Minimization using NSGA-II: The minimization process starts with minimization of subcircuit.

Both the objective functions of (4.44) are evaluated at the feasible points generated in the previous

step for the subcircuit. These evaluated values passes through all the steps mentioned in Algorithm

B.2 so as to find the optimal solutions as a Pareto front. Pareto front for a subcircuit of ibmpg1 (of

Figure 4.9) is shown in the Figure 4.10. All solutions of the Pareto front are equally optimal, now

according to the IR drop-metal routing area trade-off an appropriate point can be selected from the

Pareto front. From the Pareto front of the subcircuit shown in Figure 4.10, (3.6e+05,0.0878) point
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Table 4.4: Parameters configuration of NSGA-II for a subcircuit

Items Values
Population size 100
Number of generation 100
Number of objective function 2
Number of constraints 5
Number of real variables 4
Probability of crossover 0.9
Probability of mutation 0.2
Distribution index of crossover 10
Distribution index of mutation 10
Seed for random number 0.5

has been selected and corresponding optimum metal width values are updated for the subcircuit and

the minimization process goes on for the next subcircuit. The process continues for all n subcircuits.

Subsequently, we have a PGN with less number of worst case IR drop and occupy less metal routing

area. Comparison of worst case IR drop before and after minimization is shown in Table 4.7. Total

metal routing data before and after optimization is shown in Table 4.8.

4.7.2 Results

4.7.2.1 Results for a subcircuit of PGN

This section lists results related to subcircuit of Figure 4.9. It has been demonstrated to get an

idea how the subcircuit parameters are changing with the optimization process. The Pareto front

for the subcircuit of Figure 4.9 has been shown in Figure 4.10. All points of the Pareto-front are

equally optimal. From the Table 4.5 we can see that potential of the node n1_5021_14072 is 1.45582

which means this is a violated node. For such a violated node, the corresponding subcircuit should be

minimized for IR drop. Therefore, such a point from the Pareto front should be selected, which has 10-

15% less total IR drop for the subcircuit. So, we selected the point (3.6e+05, 0.0878) from the Pareto

front, which corresponds to a decrease in 15% total IR drop for the subcircuit in concern. This point

also corresponds to the knee point of the Pareto front. Once we select this appropriate point and update

the subcircuit parameters, we can observe that the IR drop of the updated subcircuit is reduced. This

is achieved at the expense of increase in metal routing area of this subcircuit. However, there are some

subcircuits having no violated nodes, for such subcircuits we obtain an metal routing area reduction.

Overall when we run the algorithm for all subcircuits, we achieve an optimum trade-off between IR

drop and metal routing area. It is to be noted that the node voltages of the subcircuit demonstrated
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in Tables 4.5 and 4.6 are quite low even after optimization. That is because this particular ibmpg1

benchmark circuit suffers from a high max IR drop (worst-case IR drop) of 0.9995 (see Table 4.7). Such

instances do not occur for rest of the IBM benchmark circuits. Results for subcircuits are included for

better understanding of the internal updates of subcircuit parameters.

Figure 4.9: subcircuit of ibmpg1 circuit

Table 4.5: Data of subcircuit shown in the Figure 4.9 of ibmpg1 before optimization.

Parameters neighboring branches data of subcircuit
Neighboring node of n1_5021_14072 n1_4833_14072 n1_7083_14072

Resistance (Ω) 1.074286e+00 1.178286e+01
Widths (µm) 20 20
Length (µm) 1.0743e+03 1.1783e+04
Branch currents (A) 0.0127 -0.0076
Neighboring node voltages (V ) 1.46951e+00 1.36614e+00
Node voltage of n1_5021_14072 (V ) 1.45582e+00
IR drop of branches (V ) 0.01368 0.08968

subcircuit data before optimization
Total Metal Area of subcircuit (Asubckt) 2.5714e+05 µm2

Total IR drop of subcircuit (υIR subckt) 0.1034 V
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Table 4.6: Data of subcircuit shown in the Figure 4.9 of ibmpg1 after optimization for the selected point
(3.6e+05, 0.0878) from Pareto front.

Parameters neighboring branches data of subcircuit
Neighboring node of n1_5021_14072 n1_4833_14072 n1_7083_14072

Resistance (Ω) 0.8952e+00 0.8297e+01
Widths (µm) 24 28.4
Length (µm) 1.0743e+03 1.1783e+04
Branch currents (A) 6.011243e-03 -1.000015e-02
Neighboring node voltages (V ) 1.4612e+00 1.3728e+00
Node voltage of n1_5021_14072 (V ) 1.45582e+00
IR drop of branches (V ) 0.00538 0.08302

subcircuit data after optimization
Total Metal Area of subcircuit (Asubckt) 3.6e+05 µm2

Total IR drop of subcircuit (υIR subckt) 0.0878 V
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Figure 4.10: Pareto front for the subcircuit showing optimal IR drop-metal routing area trade-off
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4.7.2.2 Comparison of the results before and after optimization

The optimized values for different power grid benchmarks compared to its initial values are demon-

strated in this section. The same experiments are run for 10 times (with the same configuration of

the evolutionary algorithms) and mean results are reported for all the parameters in this section. The

result of IR drop comparison is listed in Table 4.7. From the table, we can observe that our proposed

framework helps in reduction of IR drop. Our proposed framework also helps in the reduction of the

metal routing area. The comparison of metal routing area before and after the optimization process

is listed in Table 4.8. These two results show that the proposed NSGA-II-based framework helps in

obtaining a trade-off between the critical design objectives, i.e., IR drop and metal routing area. These

two optimum design objectives can help power grid designers get the initial approximated design pa-

rameters. Using which the optimum designs can be realized with very little time instead of searching

for the optimum parameters. We can also observe from the Table 4.7 that as the number of nodes of

the circuits increases, the execution time of the optimization process also increases. The optimization

process still takes a considerable amount of time (13097 secs/3.63 hours for ibmpg6). However, this

gives an initial idea to the designers about selecting different critical design parameters, which, of

course, make the overall design process faster.

Table 4.7: IR drop before and after optimization and optimization time

PG_circuits IR drop before optimization IR drop after optimization Time(sec)
Max. Avg. Min. Max. Avg. Min.

ibmpg1 0.9995 0.3321 0.1099 0.8810 0.2988 0.0999 185.3
ibmpg2 0.0369 0.0296 0.0100 0.0342 0.0254 0.0100 652.3
ibmpg3 0.2438 0.1154 0.0290 0.2230 0.1038 0.0281 3458.1
ibmpg4 0.0086 0.0042 0.0010 0.0075 0.0037 0.0010 4763.9
ibmpg5 0.0690 0.0373 0.0146 0.0610 0.0335 0.0143 9301.7
ibmpg6 0.2063 0.0863 0.0285 0.1881 0.0776 0.0284 13097.5
ibmpg_nw1 0.2083 0.0902 0.0275 0.1889 0.0811 0.0274 6156.3

4.7.2.3 IR drop profile before and after optimization

The IR drop profile for both cases is shown in Figure 4.11. The IR drop profile denotes IR drop

distribution across surface of the chip. In the figure, both the axes denote the axes of the chip surface.

The IR drop values for power grid network is scaled for a 100 × 100 grid structure and plotted using

python matplotlib library. Red areas in the IR drop map denote that those portions suffer from large

IR drop and blue areas in the IR drop map denote that those portions suffer from least IR drop. From
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Table 4.8: Total Metal routing area before and after optimization

PG_circuits Total metal routing area
( 106µm2)

Area reduction
(%)

Before Optimization After Optimization
ibmpg1 234.89 213.65 9.04%
ibmpg2 1449.19 1326.00 8.51%
ibmpg3 3462.86 3178.00 8.20%
ibmpg4 6162.69 5674.60 7.92%
ibmpg5 2870.70 2652.81 7.59%
ibmpg6 4505.54 4175.73 7.32%
ibmpg_nw1 4583.89 4265.30 6.95%

the IR drop profile, we can observe that the worst-case IR drop, as well as the average IR drop, have

decreased after using the proposed framework.

4.7.2.4 Comparison of Proposed Framework with the Simple Linear Programming Ap-
proach

In this section, we have discussed the effectiveness of our proposed framework (using evolutionary

computing) against the Simple Linear Programming (SLP) approach. For that, we need to formulate

the problem as the weighted sum of the two objectives in order to demonstrate the multiobjective

nature of our problem. We can rewrite (4.32) as the weighted sum form of two objectives as the

following,

minimize
Ii,wi

(1− η)
b∑
i=1

|Ii|
ρli
wi

+ η
b∑
i=1

liwi, ∀ η ∈ [0, 1]

subject to |Ii|
ρli
wi
≤ ξ ∀i ∈ Q, liwi ≤ Aseg ∀i ∈ Q,

b∑
i=1

Ai ≤ Amax, wi ≥ wmin ∀i ∈ Q,

K∑
i=1

Iji + Ix = 0 ∀j ∈ P (KCL),

Ii ≤ Imax.

(4.45)

η in the above problem is the weights for the two objectives VIR total =
∑b

i=1|Ii|
ρli
wi
, and A =

∑b
i=1 liwi

. The challenge in solving the above problem is to search for the optimal value of η at first and

subsequently find the optimal value of the parameters present in the two objective functions. Even if

we consider the boundary conditions, for eg:, η = 0 and η = 1 case. For η = 0 case, our objective is
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Figure 4.11: IR drop profile of ibmpg2 circuit (a) before optimization, (b) after optimization
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to minimize the
∑b

i=1|Ii|
ρli
wi
, which is a nonlinear equation with the variables Ii and wi, ∀i ∈ {1, b} (ρ

and li are constant). SLP approach is not equipped to solve nonlinear equations with large number

of variables. Even if we apply SLP for a subcircuit of this objective, it fails to converge due to the

nonlinear nature of the equation. Similarly, for the case η = 1, our objective function is to minimize∑b
i=1 liwi, with variables wi, ∀i ∈ {1, b}. As this function is a simple proportional function of wi, the

minimum of it is achieved when the wi is selected as a minimum, which is constrained by the other

constraints mentioned in (4.45). Therefore, for the simple cases of η = 0 and η = 1, we have found

some partial solutions to our problem. However, for all other cases of η ∈ (0, 1), the problem consists

of sum of weighted value of two objectives, which is a multimodal function. SLP cannot find any

feasible solutions to this multimodal function, satisfying all the constraints. Hence, the evolutionary

computing technique is one of the best approaches for such kind of complex multimodal problems.

Moreover, it is also a widely used practice to solve multimodal optimization problems using evolutionary

computing technique [91]. We employ the NSGA-II-based evolutionary computing approach, as it

can handle multiple conflicting objectives. Although the evolutionary computing approach cannot

guarantee optimality of the solution. However, we can still obtain a near-optimal feasible solution for

a complex problem like the above using evolutionary computing, unlike the SLP approach, where it is

challenging to obtain a feasible solution for complex problems.

From the above discussion, it is clear that the SLP approach cannot produce any feasible solutions

for our problem.

4.7.2.5 Comparative Study of Proposed Work with Our Single Objective Problem

In this section, we compare results of our proposed work with our work of single objective problem

formulation. The demerit of our first work mentioned in subsection 4.3 is that we have achieved IR

drop minimization at the cost of increase in metal routing area. Although it would not be entirely fair

to compare this work with the work mentioned in subsection 4.3, as the motivation of both works is

different. However, just for the sake of getting an idea how the IR drop reduction and area are inter-

dependent on each other, we list comparison in Table 4.9. In the Table, percentage change in area after

optimization is denoted by ∆A. A negative value of ∆A represents a reduction in area, and a positive

value of ∆A represents an increment in area. We are also comparing the worst-case IR drop reduction

after optimization, and change in this quantity is represented as ∆VIR worst. The initial value of worst-

case IR drop before the optimization is denoted as VIR worst initial. From the Table, we can observe
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that in single objective formulation, the objective is to minimize the IR drop, which is achieved at the

cost of an increase in the chip’s metal routing area. However, if we want a trade-off between IR drop

and area, we should use multiobjective design space exploration. We obtain one of the near-optimum

trade-off points for IR drop and area using the proposed framework. The evolutionary algorithm helps

determine this trade-off, which also proves the effectiveness of the evolutionary approach in solving the

power grid design space exploration problem. Now how much trade-off between IR drop and metal

routing area is required for a certain power grid design cab be determined by the designer with the

help of our proposed framework.

Table 4.9: Comparative Study of Proposed Framework with work of single-objective formulation

PG_circuits Before optimization single-objective formulation (subsection 4.3) This work
VIR worst initial (V) VIR worst (V) ∆VIR worst ∆A VIR worst (V) ∆VIR worst ∆A

ibmpg2 0.0369 0.0263 -28.72% +17.87% 0.0342 -7.31% -8.51%
ibmpg3 0.2438 0.1879 -22.92% +14.33% 0.2230 -8.53% -8.20%
ibmpg4 0.0086 0.0041 -52.32% +22.65% 0.0075 -12.79% -7.92%
ibmpg5 0.0690 0.0431 -37.53% +18.27% 0.0610 -11.59% -7.59%
ibmpg6 0.2063 0.1529 -25.88% +15.82% 0.1881 -8.82% -7.32%

4.8 Conclusion

In this chapter, first we address the issue of IR drop minimization in power grid network. We

observe that IR drop minimization can be obtained at the expense of increase in metal routing area.

Further, a multi-objective framework for minimization of the IR drop-metal routing area of the VLSI

PGN is proposed using evolutionary computation technique. Here, we also mention about the power

grid design process and all reliability issues during the design phase are also included. Subsequently, the

objective function considering the IR drop and metal routing area is formulated with the consideration

of reliability and yield-based design constraints. NSGA-II based multi-objective evolutionary algorithm

has been employed to minimize the two objectives of the problem simultaneously and to obtain an

optimum point of trade-off. Before minimization, KLU solver is used to perform the power grid

analysis. Current and voltage of the whole PGN are obtained from the power grid analysis, which

is again fed as input to the NSGA-II optimization algorithm. Experimental results on standard IBM

power grid benchmarks show that our proposed framework is able to obtain an optimum point for the

IR drop and metal routing area. Hence, we can recommend the following for adaptation of evolutionary

computation technique in the on-chip power grid design phase:

• Different critical design objectives can be formulated as an optimization problem for on-chip
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4. Design Space Exploration of Power Grid using Heuristic Approach

power grid design.

• Evolutionary computation technique can be used to obtain a trade-off between different critical

on-chip power grid design parameters by solving the optimization problem.

• The optimization process still takes considerable amount of time (13097 secs/3.63 hours for

ibmpg6) for large-scale PGN. However, this gives an initial idea to the designers about selecting

different critical design parameters, which, of course, make the overall design process faster.

In this chapter, we have observed heuristic approaches for power grid design optimization. In the

next chapter, machine learning technique for power grid design is described.
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5.1 Introduction

In the last chapter, we have seen how heuristic approaches can be used for design space exploration

of power grid design. In this chapter, we present how we can adapt machine learning technique for the

design of power grid network of a chip.

The primary objective of the power planning phase in the backend-design of a System-on-chip

(SoC) is to design a power grid network which can deliver power to all the components of the SoC

within the allowed margin of IR drop and Electromigration (EM) for the durability of the chip. If these

margins are not satisfied, then IR drop and EM violation can occur, which reduces the reliability of the

chip. Designing a reliable power grid is an iterative process which requires many phases of incremental

design to verify the power grid, as shown in Fig. 5.1. As a result of this, the design cost and power

planning sign-off time increases. Therefore, to reduce the cost and the design cycle time, in this work

we propose to utilize the historical data of the power planning design cycle and come up with a deep

learning model which can generate a reliable power grid. Adaptation of our deep learning model in

the power planning phase within the electronics design and automation (EDA) industry reduces cost

and increases the efficiency of the total design phase of the chip.

In this work, we are the first to:

• Present a power planning methodology using the Deep Learning Approach in the VLSI Physical

design cycle.

• We present a new aspect of obtaining a similarity between power grid design and deep learning.

We also build a reliability-aware framework for power grid design using deep learning.

• We demonstrate ∼6× speedup in power grid design using the proposed framework compared to

the conventional approach for power grid designs of IBM processor.

At the VLSI Physical Design level, we answer the following questions:

1) How much practically feasible Deep Learning is for the Power Planning phase?

2) How accurately can the Deep Learning approach predict different design parameters, while still

satisfying the allowed IR drop and EM margin?

3) What is the efficiency of the Deep Learning approach compared to the standard power planning

Parts of the work of Chapter 5 is published in proceedings of IEEE/ACM Design, Automation and Test in Europe
(DATE 2020), Grenoble, France, by S.Dey et al. “PowerPlanningDL: Reliability-Aware Framework for On-Chip Power
Grid Design using Deep Learning".
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tools?

These are the fundamental questions that need to be addressed for the successful adaptation of Deep

learning approach in the power planning phase.

The chapter is arranged as follows. Section 5.2 contains all the necessary preliminary details and

motivation of the manuscript. Section 5.3 shows the nonlinear formulation of the power grid design

problem and its equivalence with deep learning training, which is used for solving the power grid design

problem. Section 5.4 contains the proposed framework. The experimental results are listed in Section

5.5. The chapter is concluded in Section 5.6.

5.2 Preliminaries and Motivation

5.2.1 Fundamentals of Power Planning

Early Plan of the
Power Grid

Lines and width
Extract Netlist

Early Vectorless
Power Grid

Analysis
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Place & Route of
functional

blocks
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Vectored Power
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Yes
Power Planning

Sign-off

Change
Design in

Power Grid

Figure 5.1: Conventional Power Planning Flow in VLSI Physical Design

Power Planning is one of the most critical stages in VLSI Physical design. The conventional power

planning steps are shown in Fig. 5.1. Power planning starts with the pin placement phase of the power

and ground pads. Power network is generated in order to provide power to standard cells and macros

within the acceptable IR-Drop margin. Steady-state IR Drop occurs due to the resistance of the metal

wires of the power grid network. IR drop can be reduced by decreasing the voltage differences between

different nodes, which is determined by the power grid analysis. Early vectorless power grid analysis

is done in order to find the IR drop even before the placement and routing stage with the power
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information from the front end design. Once the margin of IR drop limit is satisfied in this stage, then

the placement and routing are done. Subsequently, vectored power grid analysis is performed with

the exact current traces of the underlying functional blocks in order to satisfy the IR drop margin.

This work is a first-of-its-kind using a deep learning approach and focuses on the static IR drop and

EM-aware power grid design. Therefore, this work does not consider the decoupling capacitor (decap)

placement phase.

5.2.2 Related Work

5.2.2.1 Conventional Approaches in Power Grid Design

There are many works in the literature in last two decades which deal with power grid designs,

analysis, optimization and verification using different heuristics. Some of the recent works on the power

grids are discussed here. Fawaz et al. [44] have proposed a methodology for accurate verification of the

power grids. Wang et al. [45] have proposed electromigration-aware power grid design. Heo et al. [46]

have done IR drop mitigation by inserting power staple. All the methods mentioned above suffer from

large convergence time.

5.2.2.2 Learning Approaches in Power Grid Design

There are very less efforts for the application of learning-based methods in power grid design.

However, few closely related works are discussed here. Cui et al. [52] proposed a machine learning

technique for power grid analysis by doing matrix-reordering. Fang et al. [53] proposed machine

learning-based dynamic IR drop prediction. Liu et al. [54] proposed power supply noise aware circuit

test timing prediction using machine learning. Chang et al. [55] in their work proposed to generate

routability-driven power grid network using machine learning techniques. Lin et al. [56] proposed IR

drop prediction of ECO-revised using machine learning. Ye et al. [57] proposed the voltage droop

mitigation using support vector deep. Cao et al. [58] proposed a learning-based method to predict the

quality of power grid network package. There is not much significant work in the literature on the

deep learning-based power planning methodology.

5.2.3 Motivation

Designing a power grid is similar to solving a non-linear optimization problem, which is proved in the

next section. Similarly, training deep neural networks is considered as solving a nonlinear optimization

problem. Therefore, we try to investigate the underlying similarity between the two problems and try

78



5.3 Nonlinear Optimization Formulation

to solve the power grid design problem using deep learning. Apart from that, deep learning has been

successful in predicting complex tasks in many areas of science and technology. Therefore, we use deep

learning for prediction of the power grid design, which reduces the design cycle time and dependence

of human intervention for the initial design of the power grid.

5.2.4 Overview of the Proposed Methodology

Our objective here is to reduce the iterative flow of the power planning phase while still satisfying

the allowed margin of IR drop and Electromigration with the help of the historical data generated in

the design process of the power grid network. Therefore, initially, we perform the feature extraction

and prepare the training data using these historical data of the design phase and specifications, as

shown in Fig. 5.2. Subsequently, we train our deep learning model using these historical data and

predict a power grid design for any new design specifications.

Historical Power
Grid Design Data

and Specifications

Training Dataset Training Using
Neural Network

Trained ModelNew Power Grid
Data and

Specifications

Test Dataset

Predicted Power
Grid Design

Feature Extraction

Training Dataset 
preparation

Figure 5.2: Proposed Deep Learning-based Power Planning Flow

5.3 Nonlinear Optimization Formulation

In this section, we prove the equivalence between power grid design and deep learning. The objective

of the power grid design is to obtain the optimum width of the power grid lines considering different

reliability constraints. If the IR drop across the ith power grid lines (VIRi) is represented as VIRi = IiRi,

where Ri = ρ liwi
, ρ is sheet resistance, li = length, wi = width, Ii = current through it. From here we
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can write that,

wi = ρ
liIi
VIRi

, (5.1)

which is nonlinear function with variables li and VIRi (considering Ii to be constant). It is also well-

known from [92] that training of a deep neural network is also a nonlinear optimization problem.

Therefore, both the power grid design and training of a deep neural network are similar. Using this

comparison, we build the neural network model for the power grid design problem which is shown

in Fig. 5.3 Then the minimization of the power grid design objective function can be represented as
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Figure 5.3: Equivalence between deep neural network training and power grid design (a) Training a neural
network for weights Ω (b) Solving power grid design with neural networks for weights Ω.

follows,

min
Ω

n∑
i

f(WD(pgi; Ω), wi)) + λC(Ω), (5.2)

where pgi is the each instance of the power grid interconnect, WD() is the cost function of (5.1) as

predicted by the neural networks for weights Ω. f() is the error function or loss function to evaluate

the error form the true value. C() is the reliability and other constraints of the power grid design

which are described below, and can be satisfied using the weight λ.

The relation between width of the power grid lines (wi) and the spacing between the two power

grid lines (si) can be represented as follows

K∑
i=1

si + wi = Wcore, (5.3)
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where Wcore represents the ring width. For large number of power grid lines, designing power grids

with such constraints mentioned in (5.1) and (5.3) become difficult and tedious process. The EM

reliability constraint for maximum current density Jmax can be defined as,

Ii
wi
≤ Jmax. (5.4)

These constraints need to be satisfied while designing the power grid using neural network, which are

denoted as C() in (5.2), can be adjusted with weight λ.

5.4 Proposed PowerPlanningDL Framework

5.4.1 Problem Formulation

A floorplan of an SoC with the power grid lines and underlying functional blocks is shown in Fig.

5.5(a). While designing the power grid, it is very challenging to predict the optimum widths of the

power grid lines. Over-designing the power grid lines by increasing the power grid line widths increase

the total metal routing area of the chip. If it is under-design in order to reduce the metal routing area,

then the power grid suffers from unwanted IR drop and Electromigration effects due to the increase in

resistance and current density of the metal lines. Simultaneously, the design rules need to be taken care

of while over-designing/under-designing. The correct predictions of the widths of the power grid lines

can reduce different iterations of the power planning phase. Therefore, in our deep learning adaptation,

we use a supervised learning approach to create a model. Our model learns the optimum widths of the

metal lines from previous historical data which are obtained for IR drop and Electromigration resistant

power grid designs with some allowed margin. Subsequently, we use this learned deep learning model

in order to predict the widths of power grid lines for a new design.

As shown in (5.1), wi is dependent on VIRi and Ii, which can only be found after power grid

analysis. As power grid analysis is time-consuming, we want to evade the power grid analysis phase.

Therefore, we are using an alternate approach to predict wi. We are using X-coordinate, Y-coordinate

(of the planned floorplan of the underlying functional blocks), and its switching current activity (Id)

(which is obtained from the from front-end phase in value change dump (VCD) file) to predict wi. The

reason for choosing these as features are shown in Section 5.4.2. Considering this we have formulated

two problems to be solved given as follows,

Problem 5.1. Given an X-coordinate, Y-coordinate of floorplan and the switching activity of the
current (Id) for that point, then predict the metal width required for that location which can satisfy the
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IR drop and EM constraints. (Please refer to Fig 5.4)

Problem 5.2. Given the width and the switching activity of the PG interconnects, predict the IR drop
of the PG interconnect.

Figure 5.4: Metal line showing its features (x, y) position and Id switching current and width wi.
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Figure 5.5: (a) A floorplan of an SoC with the power grid lines over the functional blocks. (b) Variation of
r2 scores for 1000 power grid interconnects of ibmpg1 benchmark circuit with different input features

We are using a multi-target regression technique to model the deep learning model where we

consider multiple input features (independent variables, pgi) as the input to our model and numerous

output features (dependent variables, wi). Mathematically, it can be represented as

Predict wi ∀i ∈ χ, (5.5)

where χ = {pgi} for all i ∈ {1, 2, · · · , n} power grid interconnects is the training dataset.
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5.4 Proposed PowerPlanningDL Framework

5.4.2 Feature Selection & Training Data Preparation

Definition 5.1. (r2 score) or coefficient of determination is a metric which shows the goodness of the
prediction for the regression method. A value closer to(≤) 1 is desired for the data to fit in the model
properly.

For selecting various features for our deep learning model, we evaluated the r2 score of different input

features with the wi. It has been observed that the combination of the input features X-coordinate,

Y-coordinate (of the planned floorplan of the underlying functional blocks), and its switching current

activity (Id) fits to be the best for the neural network-based multi-regression technique as it has higher

r2 score(Please refer, Fig. 5.5(b) and Table 5.1).

Table 5.1: r2 score of different input features and output feature w for a PG interconnect.

Input Features X coordinate Y coordinate Id Combined
r2 score 0.34 0.39 0.61 0.89

Id is the current obtained from the switching activity of the functional blocks having (X,Y) coor-

dinate. Therefore, the training dataset is generated with the quadruple (X coordinate, Y coordinate,

Id, wi) from some of the real power grid designs.

5.4.3 Neural Network-based Deep Learning Model

The neural network has one input, one output, and hidden layers. An illustrative example is shown

in Fig. 5.6. There can be many number of hidden layers. We have used 10 hidden layers in our model,

which is obtained by hyperparameter optimization. This neural network is trained with quadruple

Figure 5.6: A sample neural network with three hidden layers.

(X coordinate, Y coordinate, Id, wi) for different weights Ω as part of its forward propagation step
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5. Power Grid Design using Machine Learning

as mentioned in Section 5.3. Subsequently, Adam optimizer [93] is used to minimize the loss or error

function as a part in the backpropagation step. Once trained, the new test samples can be used to

predict wi.

5.4.3.1 The Power Grid Interconnect Width Prediction

The power grid interconnect width prediction is given below in Algorithm 5.1.

Algorithm 5.1: Wire width prediction by NN
Input: Training Set
Output: wi and gradient

1 ForwardPropagation(X coordinate, Y coordinate, Id, wi)
2 {
3 return loss function f
4 }
5 BackwardPropagation()
6 {
7 return gradient
8 }

5.4.3.2 IR Drop Prediction

The IR drop prediction algorithm is given below in Algorithm 5.2. From Algorithm 5.1 after testing

Algorithm 5.2: IR drop prediction
Input: Predicted width wi, Id
Output: Predicted IR drop

1 From switching current Id and wi;
2 Use Kirchoff’s law to predict IR drop.

on test dataset, we already have the wi, which means we have the Ri of the power grid interconnect

(considering li to be constant). We need the Ii to find the IR drop across the interconnect. The

following approach helps in obtaining Ii. The number of power grid lines which are required can be

obtained using the following formula:

#PG line =
Wcore

wi
, (5.6)

where Wcore represents maximum width of the core. As shown in the Fig. 5.5(a), if we consider that

ith power grid line carry, Ii current. Then the current requirement of each of power grid lines to the
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blocks can be represented as follows,

I1 = I11 + I13 + I16 (5.7)

I2 = I21 + I23 + I27 (5.8)

I3 = I32 + I34 + I35 + I37, (5.9)

where Iij represents current provided by ith power grid line to the jth block. From the above, we can

obtain current through the interconnect and subsequently the IR drop.

5.4.4 Test Data Generation

Test dataset is generated by perturbing the same dataset which is used for training. The pertur-

bation is done by changing the branch current, node voltage, and switching current of the underlying

functional blocks by a γ = 10%, which is termed as perturbation size. Experiments are done in the

next section by varying the perturbation size in order to see the variation in prediction accuracy.

5.4.5 Post-refinement Stage

In order to obtain the optimal hyperparameters and unbiased evaluation of the test dataset for the

learning model, a validation set is created in this post-refinement stage. This step is more of a frequent

evaluation of the learning model in order to ensure high-level predictability on unseen samples without

violating IR drop and EM reliability constraints. For the validation set, a similar type of dataset as

used in test dataset is used. With this post-refinement phase, the objective is to reduce the prediction

error on a new set of unseen data and correspondingly obtain the hyperparameters, in order to avoid

overfitting.

5.5 Experimental Results

5.5.1 Simulation Setup

The framework is developed with C++ and python. For deep learning operations Tensorflow library

of the python has been used on a Linux machine with Intel Xeon E5-2650 processor, with the GPU

configuration Nvidia Tesla K20c. The datasets are generated, and the proposed PowerPlanningDL

is validated using the IBM Power Grid benchmarks [3], which are standard power grid benchmarks

extracted from IBM processors. The details of the IBM PG benchmarks are listed in Appendix A.

Current loads of the IBM PG benchmarks are modified in order to obtain the desired effects. The
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5. Power Grid Design using Machine Learning

simulation setup for the experiments is set according to Fig. 5.7. All the hyperparameters of the neural

network are fixed for which the best results are obtained. The hyperparameters are listed in Table 5.2.

Table 5.2: Hyperparameters used in the learning framework

Items Value
#Hidden layers 10
Activation ReLU
Optimizer Adam
Learning rate 0.001
β1 0.9
β2 0.999
ε 1e-08

IBM PG Netlist Training
Dataset

Test Dataset

Training Using
Neural Network

Trained Model

Predicted IR
drop

Perturbed PG
Netlist

Predict width of the
PG interconnect

Do processing for
IR drop prediction

Feature extraction 
(X coordinate, Y coordinate, Switching current)

Perturbation

Calculate MSE
and r2 score

Figure 5.7: Flow of the simulation setup of the Deep Learning Flow

5.5.2 Study of Predicted Power Grid Interconnect Width

In this section, the correlation between the predicted width of the power grid using PowerPlan-

ningDL and conventional approach evaluated. From the correlation value, it can be seen how much
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the predicted widths are related to the golden width obtained from the conventional approach. The

correlation plot is shown in Fig. 5.8(a). To study the error distribution of the predicted widths, the

error histogram plot is shown in Fig. 5.8(b) (Horizontal axis represents error). From the error his-

togram, we can observe that most of the predicted widths are concentrated near 0, meaning most of

the predicted widths of PG interconnect produce near about 0 error. As the amount of error increases,

the number of power grid instances decreases. From this result, we can conclude that the predicted

widths of the power grid lines using PowerPlanningDL are very close to the golden results generated

by the conventional approach for most of the interconnects.
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Figure 5.8: Power Grid interconnect width prediction for ibmpg2 benchmark circuit (a) Correlation scatter
plot (b) Error histogram (Horizontal axis represent the error).

5.5.3 Study of Predicted IR Drop in Power Grid

The IR drop map is plotted for the conventional approach and also for the PowerPlanningDL

approach, as shown in Fig. 5.9 for ibmpg2 circuit and ibmpg6 circuit. The worst-case IR drop for all

the benchmarks are listed in Table 5.3. From the IR drop map and the worst-case IR drop values, it

can be inferred that the PowerPlanningDL can predict the IR drop close to the conventional approach.

5.5.4 Main Result: Study of Convergence Time

The convergence time for both the approach is shown in Table 5.4. Convergence time of the

conventional approach includes the IR drop analysis time, as it is the primary time-consuming task.
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Figure 5.9: IR drop map of (a) Conventional method ibmpg2 circuit (b) PowerPlanningDL methodology
ibmpg2 circuit (c) Conventional method ibmpg6 circuit, and (d) PowerPlanningDL methodology ibmpg6 cir-
cuit.

Table 5.3: Comparision of Worst-case IR drop using Conventional power planning approach and PowerPlan-
ningDL framework

Worst-case IR drop (mV )
PG circuits Conventional PowerPlanningDL
ibmpg1 69.8 68.2
ibmpg2 36.3 36.1
ibmpg3 18.1 18.0
ibmpg4 4.0 4.1
ibmpg5 4.3 4.2
ibmpg6 13.1 13.0
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For the PowerPlanningDL, the convergence time shows the prediction time of the width and IR drop

prediction time, as mentioned in Section 5.4. From the table, it can be seen that our proposed

PowerPlanningDL is 5.87× faster than the conventional approach for the ibmpg5 benchmark. It is

also observed that for larger benchmarks the speedup is more, as larger grids take more time for power

grid analysis in conventional approach, which is not used in our PowerPlanningDL framework. That

is one of the main reasons that we get a significant speedup for our PowerPlanningDL compared to

the conventional approach. We achieve the speedup at the cost of accuracy. It is to be noted that

for the convergence time of the conventional approach reported in Table 5.4, we have considered the

best-case scenario and reported the convergence time only for one iteration of the design cycle. In the

worst case, there can be multiple iterations of the design cycle, for which the conventional approach

takes much more time, whereas the convergence time remains the same for PowerPlanningDL in all

scenarios. This also shows the advantage of PowerPlanningDL in reducing the number of iterations in

the design cycle.

Table 5.4: Comparison of convergence time for Conventional power planning approach and PowerPlan-
ningDL framework

Time (sec) Speedup
PG circuits Conventional PowerPlanningDL TimeConventional

TimePowerPlanningDL

ibmpg1 6.85 3.56 1.92×
ibmpg2 23.46 11.88 1.97×
ibmpg3 29.50 8.07 3.59×
ibmpg4 52.4 11.83 4.42×
ibmpg5 74.80 12.74 5.87×
ibmpg6 97.5 17.41 5.60×
ibmpgnew1 102.58 21.50 4.77×
ibmpgnew2 48.60 10.86 4.47×

5.5.5 Overhead: Study of Model Accuracy

The mean square error (MSE) can be defined as,

MSE =
1

n

n∑
i=1

(yi − y′i)2, (5.10)

where yi represents the actual width and y′i represents predicted width. The r2 score, and MSE using

the proposed framework is listed in Table 5.5. MSE tells about the prediction error (overhead of deep

learning approach) while predicting the interconnect width. From this result of MSE, we can conclude

that the proposed PowerPlanningDL can predict the power grid design, which is very close to the

golden design generated by the conventional approach. From r2 score we know how well the data is fit
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5. Power Grid Design using Machine Learning

in the model.

Table 5.5: r2 score, MSE and Peak memory using PowerPlanningDL framework for all the IBM PG bench-
marks. Please note 1 Gigabyte = 953 Mebibyte (Mib).

PG Circuits #interconnects r2 score MSE Peak Memory (in MiB)
ibmpg1 30027 0.933 0.0231 66
ibmpg2 208325 0.937 0.0230 318
ibmpg3 1401572 0.932 0.0212 730
ibmpg4 1560645 0.941 0.0210 749
ibmpg5 1076848 0.944 0.0225 511
ibmpg6 1649002 0.945 0.0208 841
ibmpgnew1 2352355 0.943 0.0201 1025
ibmpgnew2 1422830 0.945 0.0209 745

5.5.6 Study of Variation of MSE with Perturbation Size

The variation of MSE with the perturbation size (γ%) is shown in Fig. 5.10. It is observed that

as the perturbation size increases the MSE increases. From this observation, we can infer that the

proposed PowerPlanningDL is best suited for the incremental-based power grid design, where we need

to generate the power grid for little changes (or perturbations) in the design.

10% 15% 20% 25% 30%
Percentage of perturbation (γ)

0

5

10

15

20

25

30

35

M
SE

(%
)

Perturbation in node voltages
Perturbation in current workloads
Perturbation in both

(a)

10% 15% 20% 25% 30%
Percentage of perturbation (γ)

0

5

10

15

20

25

30

35

M
SE

(%
)

Perturbation in node voltages
Perturbation in current workloads
Perturbation in both

(b)
Figure 5.10: Comparison of prediction accuracy on test set in MSE with variations in perturbations size for
(a) ibmpg2 (b) ibmpg6 benchmark circuit.

5.5.7 Study of Peak Memory

For the completeness of the results, we have also evaluated the memory profile of the proposed

framework using the mprof tool. The memory profile of the proposed framework for two benchmark
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circuits ibmpg2 and ibmpg6 are shown in Figure 5.11. We also show the peak memory usage for all

the IBM PG benchmarks as listed in Table 5.5.

5.6 Conclusion

In this chapter, we have proposed a deep learning-based framework PowerPlanningDL to predict

the initial power grid design. For the first time, we have shown the equivalence between the neural

network training and power grid design. We predict the power grid interconnect width as part of

the design process, which is time-consuming and tedious work. Subsequently, we also anticipate the

worst-case IR drop in the power grid. A neural network-based multi-regression technique is used in

our model for accomplishing the prediction tasks. Results on IBM power grid benchmarks show ∼6×

speedup than the conventional power grid design approach. We have also performed various other

experiments.

From the results of the experiments, we can recommend the following for the adaptation of the

deep learning in power planning phase of VLSI Physical Design:

• The predictability of the deep learning approach is close to the conventional method, with very

less convergence time (∼6× speedup).

• Deep learning in power planning is useful in the incremental-based power grid designs, where the

perturbation size is small.

• The error due to the prediction increases for the PowerPlanningDL framework for the designs

with large perturbations.

• Finally, from this work, we can say that the industry can adapt the deep learning approach for

the power grid design, which reduces many iterative steps in order to obtain an appropriate initial

design.

In the next chapter, we present an adaptation of a machine learning approach for electromigration-

aware aging prediction of on-chip power grid network.
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(a)

(b)

Figure 5.11: Memory used by PowerPlanningDL for (a) ibmpg2 benchmark circuit and (b) ibmpg6 bench-
mark circuit. 1 Gigabyte (GB) = 953.674 Mebibyte (MiB)
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6. Aging Prediction of Power Grid Design using Machine Learning

6.1 Introduction

In the last chapter, we have observed how machine learning techniques can be used for the design

of on-chip power grid. In this chapter, we demonstrate application of machine learning technique in

the aging prediction of on-chip power grid network.

Electromigration (EM) has become one of the major reliability issues for the interconnects of the

newer technology nodes [8,94,95]. As metal interconnects suffer most due to the EM-based reliability

issues, the power grid (PG) network of a VLSI Chip is highly susceptible to EM, activated by the

momentum transfer of free electrons to the metal atoms. While the signal and clock line also suffer

from EM degradation, these lines carry bidirectional current and which results in a longer lifetime

due to the so-called healing effects. However, power grid interconnects mostly carry a unidirectional

current which has no privilege of healing effect and as a result are more susceptible to EM degradation.

The standard practice in the industry is to use traditional Black’s model [13] for all the interconnects

of the PG network and considering the earliest branch failure time as the lifetime of the entire grid

which takes hours of time. For successful EM sign off, EM violations of the interconnects need to be

checked iteratively by changing the design incrementally in every step. Therefore, to speedup the EM

sign off process, incremental analysis of the EM is necessary. Recently many works on physics-based

EM models are proposed for optimistic aging prediction of the PG network. Huang et al. [4] have

proposed such a physics-based model for the first time. Mishra et al. [47] proposed a better approach

for predicting the lifetime of the PG network considering transient stress modeling. Chatterjee et

al. [5] proposed a fast physics-based electromigration assessment using an efficient solution of linear

time-invariant systems. Wang et al. [45] proposed a physics-based model using integral transformation

technique. Chatterjee et al. [6] extended their work on LTI system-based EM assessment approach by

incorporating macro-modeling-based filtering and predictor approach . There are several other works

on physics-based EM assessment model [48–50]. However, most of these methods still take hours of time

to obtain the lifetime of the chip as it involves solving partial differential equations (PDE). Practical

adaptation of these physics-based methods [4–6, 45, 48–51] for a full scale EM prediction for a chip is

not possible as these methods are time-consuming. Although, recent work of Najm and Sukharev [7]

shows a significant speedup for full chip simulation in EM-aging prediction by employing Monte-Carlo

Parts of the work of Chapter 6 is published in ACM Transactions on Design Automation of Electronic Systems
(TODAES), by S.Dey et al. “Machine Learning Approach for Fast Electromigration Aware Aging Prediction in Incre-
mental Design of Large Scale On-Chip Power Grid Network".
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Simulation. However, the work of [7] still requires a fresh EM-simulation for incremental changes in the

design. Therefore, in order to speed up the EM-sign off phase of the incremental PG network design

and to facilitate a practical method which can be adapted for full scale EM prediction, it is better

to reuse the historical data (generated by the standard aging models) and use these data to create a

machine learning model which can instantly predict the EM-aging of the PG network.

Motivation of Machine Learning Approach for EM-Aging Prediction: Recently, EM-

aging has emerged as the design problem [96]. The traditional practice of determining EM-based aging

is time-consuming. If there is an incremental change or any small perturbations in the power grid

design during its design phase, then to check for the acceptable EM margin once more takes hours of

time using conventional EM-aging computation models. As machine learning (ML) has been proved

to be an effective approach for predicting tasks over the last few decades, this approach can be used

to predict the EM-aging of the PG network, which would take very little time to obtain EM-aging of

the PG network compared to the traditional approaches. In literature, there are few developments of

ML-based approach. Huang et al. [97] used a machine learning approach in detection and classification

of defects in TSV-based 3D IC. Elfadel et al. [98] have reviewed many applications of VLSI CAD

using Machine Learning. In our machine learning approach, the model has to be trained just once for

a certain power grid topology and subsequently it can predict the EM-aging for small perturbations

in the PG network with very little testing time (CPU runtime). Therefore, in this Chapter, using

a machine learning approach we predict the EM-aging of the PG network of a chip by constructing

a regression-based model. Our method uses the historical data generated from the traditional time-

consuming EM-aging computation model to learn the EM-aging of the PG Network and eventually

able to predict the EM aging time. Our main motivation for this chapter is to demonstrate that the

EM-aging prediction of the PG network can be done using Machine learning approach. Experiments

on different PG benchmarks showed that using the historical data of EM-aging model for our Machine

Learning approach reduces the overall EM sign-off time significantly in comparison to all the state-

of-the-art models [4–7] and the predicted MTTF is also found to be better than that of [5–7] and

comparable to [4].

Novel contribution: To the best of our knowledge, this work is the first to use the Machine

Learning approach to predict the EM-aging in incremental design of the VLSI PG network. The major

contributions of our proposed work are:
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• Fast KLU solver is used for power grid analysis, from which currents and voltages of the power

grid networks are obtained. These values are utilized in feature extraction and training data

generation phase.

• Feature selection is made evaluating the r2 score of different features. Accordingly, the training

dataset is generated using the power grid benchmarks, and the Black’s model is used for labeling

the training data. Test data set (which is different from the training data set) is generated by

perturbing the same benchmarks data.

• EM-aging prediction problem of the VLSI PG network is formulated as a regression-based super-

vised machine learning model by selecting different features (related to the properties of EM).

• Different regression-based Machine Learning models have been used to obtain the best model for

EM-aging prediction by evaluating the model accuracy metrics and other performance metrics.

• A new failure criterion has been proposed analytically based on the worst-case IR drop of the

PG network, which is utilized with the machine learning model to predict the EM-aging of the

PG network.

• The proposed approach for EM-aging prediction using the machine learning model can predict

the EM-aging for the test data set. The accuracy of the EM-aging model is demonstrated by

changing different test data sets with a variation of perturbation size.

• Further, a logistic-regression based classification model is used to obtain the potentially weak

EM affected metal segments of the PG network.

• Experimental results on different power grid benchmarks show that the proposed EM-aging

prediction approach using ML is faster than all the state-of-the-art models [4–7]. The predicted

value of MTTF is also found to be better than that of [5–7] and comparable to [4]. This proves

the efficiency of the proposed ML-based in the EM-aging prediction model in the incremental

design of the VLSI power grid network.

The rest of the chapter is organized as follows. In Section 6.2, EM fundamentals and PG network

model used in this work have been discussed. Section 6.3 contains the problem formulation for the aging

prediction, training data generation, and the proposed machine learning model is described. Section
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6.4 describes the utilization of the ML approach for EM-aging prediction. This section also describes a

new failure criterion of the PG network. Identification of the potentially EM-affected degraded metal

segment using a logistic regression-based classification technique is explained in this section. Different

experiments on the standard power grid benchmarks are carried out to validate our proposed method

using machine learning in Section 6.5. The chapter is concluded in Section 6.6.

6.2 Backgrounds

6.2.1 Electromigration fundamentals

Electromigration is the process of movement of metal atoms due to the exchange of momentum from

the electrons to the metal atoms. The EM degradation can happen in two phases: void nucleation and

void growth. Under high current in the metal lines, metal atoms are subjected to stress for a prolonged

period of time, which causes the void to occur. This EM degradation phase is termed as void nucleation

phase. Once the void nucleates, it started to grow which is termed as void growth phase. The aging of

the metal lines due to EM degradation is measured as mean-time-to-failure (MTTF). Black [13] has

proposed an empirical equation to evaluate the MTTF of the metal interconnects due EM, which is

given as follows,

MTTF =
A

Jn
e

Ea
kT , (6.1)

which evaluates the interconnect MTTF based on known current density (J) and temperature (T ). A

is a constant depends on the metal geometry, grain size, and current density. The value of n is found

to be 2 which, Ea is the EM activation energy, and k is the Boltzman’s constant. Blech [14] observed

that the mortality of the metal interconnects vary with the length. He proposed a criterion for the

filtration of immortal interconnects, which follows,

(JL) ≤ (JL)c =
Ωσc
eZρ

(6.2)

L is the length of the metal interconnect, Ω is the atomic volume, e is the electron charge, eZ is the

effective charge of the migrating atoms, ρ is the resistivity of the metal interconnect, σc is the critical

stress needed for the failure of the metal interconnect. Korhonen et al. [15] proposed a mathematical

formulation to represent the hydrostatic stress σ which originates from the influence of EM.

∂σ

∂t
=

∂

∂x

[
c

(
∂σ

∂x
+
eZρJ

Ω

)]
, (6.3)
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where c = DaBΩ
kT , where Da is the atomic diffusivity, B is the bulk modulus. Approximate value of the

nucleation time can be obtained from (6.3). A void nucleates once the stress exceeds the critical value.

Physics-based Models: The basic idea of the physics-based models is solving the interconnect

trees, which are generated from the power grid netlist. Initially, the current densities of all the inter-

connect trees are calculated. Subsequently, PDEs associated with the interconnects (refer (6.3)) are

solved in order to find the stress level. The solution of the PDE gives us the nucleation time (the time

required for nucleation) for critical values of stress. This nucleation time dominates the MTTF value.

In [4], the authors use an iterative method that looks after the changes in stress and the power grid

resistance as a function of time. With time the stress level, as well as the resistance of the power grid

network, exceeds a critical value, and the simulation stops. The cumulative nucleation time is consid-

ered as MTTF of the power grid network. Power grid analysis is done in every iteration to observe the

voltage drop level (Vir) of the interconnects, which acts as the stopping criteria of the simulation. If

the voltage drop level reaches above a threshold level (Vth), the power grid is considered dysfunctional,

and the lifetime is calculated. This process is described pictorially in Fig. 6.1. As it is an iterative

process, it takes a large amount of computational time to converge. Therefore, there is a need to have

new methods for EM aging evaluation, which can converge very fast.

6.2.2 Power Grid Model

EM is a long-term phenomenon which considers the average effects of the currents, therefore, a DC

load model of the PG network (Fig. 6.2) with only resistive elements of the metal line is considered [99].

From the steady-state model of the PG network, the system of linear equations is obtained which can

be written as GV = I, where G is the conductance matrix, V is the node voltages vector, and I

is the current sources vector connected to grounds. Even though the probabilistic solvers [17] and

locality-based solvers [100, 101] have gained a lot of attention in the recent past. Direct solvers have

always been the first choice for solving the system of linear equations. In this work, we use KLU-based

direct solver [12] to obtain the node voltages vector V. Furthermore, using all the node voltages of

the PG network, branch currents can be obtained. The hydrostatic stress of all the interconnects can

be obtained by using (6.3) under a given applied current condition. Now if we perform integration of

Interconnect trees: connected graph of the interconnects.
Nucleation: first stage of formation of a void.
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Figure 6.2: (a) Floorplan of a VLSI SoC with its PG network connecting the functional blocks. (b) The
resistive DC load model of the PG network.

(6.3), we obtain the expression of σ:

σ(t, x) = σ0 +
∂

∂x

[∫ t

0
c
∂σ

∂x
dt+ c

eZρ

Ω

∫ t

0
Jdt

]
(6.4)

which describes that the hydrostatic stress distribution of an interconnect depends on the time integral

of the applied current density. This can be considered as a justification of substituting the current

waveforms with the time averaged DC current. Therefore, effective current density of the interconnect

metal lines can be represented by [102],

J =
1

T

(∫ T

0
J+(t)dt− ψ

∫ T

0
|J−(t)|dt

)
, (6.5)

where ψ is the EM recovery factor and found experimentally, J+(t) is the current density from one

side of the wave. For the unidirectional current of the PG network, the effective-current density is the

time-averaged current density.

6.3 Proposed Machine Learning Model

6.3.1 Problem Formulation

The flow of our supervised machine learning model for EM-aging prediction is shown in Fig. 6.3.

The input to our supervised machine learning model for EM-aging prediction is a set of n training

samples of interconnects of a PG network, where each training sample i has m input features (denoted
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Figure 6.3: Flow of Machine Learning Model for EM-aging Prediction

as Xi) and one output feature (denoted as yi). The objective is to train our model with the input

features and to predict the output of a new test sample τ (denoted as y′τ ) by a function of only the

input features. For our aging prediction model, the output feature is the MTTF of the interconnects

of the PG network. The input features are related to the properties of EM for different interconnects

of the PG network. Regression is the process of constructing the relationship between independent

variables (input features) and dependent variables (output features) in order to estimate the output

of the dependent variables. In the simple regression model, we only consider a single input feature

for prediction. To make the prediction correct, we can consider different input features which is

considered as multiple regression. In our proposed machine learning model, we have considered a few

input features of the interconnect of the PG network to demonstrate the effectiveness of the EM-aging

prediction model. We have used the neural network as our core machine learning technique since this

technique is proved to be the most effective for the supervised learning problem.

6.3.2 Feature Selection and Training Data Generation

As shown in Fig. 6.4, we know that the MTTF depends on many parameters. However, it has

been observed that MTTF changes significantly with the variation of current density (J), temperature

(T ), and the length of the interconnect (L). Hence current density, temperature, and interconnect

length can be considered as the input features of our aging prediction machine learning model. In

Chapter 5, we show that variation of IR drop of the metal lines results in a variation of MTTF of the

PG network, henceforth, IR drop of all the interconnects can also be considered as an input feature.

Therefore, current density, length of the interconnect and IR drop of the interconnects considered as

input features for our machine learning model for aging prediction. The coefficient of determination

(r2 score) [103] between the MTTF and different input features is listed in Table 6.1. r2 score denotes
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Figure 6.4: Design and Runtime parameters affecting EM MTTF [2].

the proportion of variance of the MTTF (output feature) that is predictable from the input features.

A higher value of r2(≤ 1) is desired for selecting the best combination of input features for the model.

This is the main intention of using r2 score for feature selection so that we know which model fits

properly for our EM-aging dataset. The r2 score of Table 6.1 demonstrates that the combination of J ,

L, IR drop, and T as the input features (as multiple regression) result in a more accurate regression

model which predicts MTTF value nearest to the actual value. For the purpose of completeness, we

are defining the r2 score definition for our EM-aging prediction model as given in Definition 6.1.

Definition 6.1. (r2 score) The coefficient of determination (or r2 score) between the MTTF (output
feature) and different input features denote the proportion of variance of the MTTF (output feature)
that is predictable from the input features is defined as follows,

r2 = 1− SSresidual
SStotal

, (6.6)

where SSresidual =
∑

i

(
yτi − y′τi

)2
is residual sum of squares and SStotal =

∑
i

(
yτi − ȳτ

)2is total sum
of squares. Here, yτi denotes actual value of the ith test sample, y′τi denotes predicted value of ith test
sample, and ȳ = 1

n

∑n
i=1 yτi . A larger value of r2(≤ 1) is desirable for the data of the input features

and output feature to perfectly fit in the regression model.

Proposition 6.1. The supervised machine learning model for EM-aging prediction fits best as multiple
regression model with the combination of input features J , L, IR drop and T .

Proof. From the Definition 6.1, we know that a higher value of r2 score is desirable for the best fit of
the data for the EM-aging model. A simple experiment to find r2 score with a different combination of
input features show that for the combination of J , L, IR drop and T , the r2 score is highest as listed
in the Table 6.1. Therefore, we can say that our EM-aging model fits best for the combination of input
features J , L, IR drop and T .

Proposition 6.1 describes the feature selection for our EM-aging model. More about the EM-aging
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Table 6.1: r2 score between MTTF vs different input features

Input features J L IR drop T J, L, T, and IR drop combined
r2 score 0.638 0.753 0.859 0.781 0.978

model property with different input features can be found in the ablation study of the model. The

training data containing the input features and output feature is generated using the Algorithm 6.1

for different power grid benchmarks. Initially, power grid analysis is done using KLU solver [12] to

obtain all the branch currents of the PG network. Subsequently, IR drop of all the interconnect is

obtained and finally using the Black’s [13] series method MTTF for all the interconnects is obtained.

For finding the temperature (T ) of the PG interconnects, we have used the thermal model as proposed

in [104]. In this way, for a PG network, we have generated the training set which is used to train the

regression model. The flow of the machine learning model for EM-aging prediction is shown in Fig.

6.3. We briefly discussed IR drop analysis using KLU Solver, as it is an important part of the training

data generation phase.

IR drop analysis using KLU Solver: At first, the power grid circuit in the form of the SPICE

netlist is feed as input to the EM aging prediction framework. IR drop analysis is done in order to

obtain the currents and voltages of the power grid circuit. Subsequently, using the modified nodal

analysis(MNA), the system of linear equations is solved, which gives us the currents and the voltages

of the power grid circuit. KLU solver [12] is employed for solving the system of linear equations, as

it has a more considerable speedup than the HSPICE circuit simulator [90], which is demonstrated in

Table 6.5. The better speedup of KLU is obtained, as it efficiently determines the solution of the linear

system of equations resulting from the modified network analysis. The matrix is permuted in block

triangular form in KLU solver, and each block is ordered to reduce the fill. Gilbert-Peierls algorithm

is employed for performing the LU factorization, and the system is subsequently solved using block

back substitution [12]. Once the power grid circuit is solved using the KLU Solver, and all circuit

parameters such as current and voltages are determined. These parameters are used for obtaining the

training dataset of the power grid circuit.

6.3.3 Proposed ML Model using Neural Network Regression

Neural network is a nonlinear function which takes some input features and gives some output

feature as shown in Fig.6.5. These input and output layers of a neural network form an arrangement of
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Algorithm 6.1: Training Data Generation
Input: Power grid netlist.
Output: Training dataset.

1 Interconnect length (L) is extracted from netlist;
2 Power grid analysis is done using KLU solver to find the currents of all the interconnects.;
3 J is calculated for the interconnects;
4 IR drop of each of the interconnect is obtained;
5 Temperature (T ) of each of the interconnect is calculated using the thermal model [104];
6 Using Black’s model, MTTF of each of the interconnects of the PG network is obtained;
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Figure 6.5: An illustration of neural network with its input features and output feature with magnified view
of the hidden layers.
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connected layers, where each layer contains a few neurons represented by nodes. There are three types

of layers in a neural network i.e., one input layer, one output layer, and a number of hidden layers. The

number of neurons in the input layer depends on the number of input features of the training dataset.

For solving the regression problem, the number of neurons in the output layer is only one. There can

be various numbers of the hidden layers and the number of neurons on each of the hidden layers can

vary. The main aim of the neural network is to optimize the weights of each of the connections of the

neurons in order to reduce the error cost function Je.

For our EM-aging model, we considered four neurons in the input layer as we have considered

four input features. Each of these four features have n training samples. We apply bias in each of

the layers in order to generalize the model. We apply activation function in all the nodes which is

represented as a[l]
u refers to the activation function of the uth neuron unit in the layer l, where for

the input layer l = 0 for simplicity of the representation. Activation functions are important, as the

characteristics possessed by it is the assumed to be the characteristic of the neuron. For each neuron

node, one activation function is applied. The four input features of the EM aging prediction model

can be represented as follows using the unifying formulated:

x1 = a
[0]
1 (6.7)

x2 = a
[0]
2 (6.8)

x3 = a
[0]
3 (6.9)

x4 = a
[0]
4 , (6.10)

The output of the hidden layers are given as follows as mentioned in [105],

z[l]
u = W [l]T

u x+ b[l]u (6.11)

a[l]
u = g(z[l]

u ) (6.12)

where, l is the lth hidden unit number, and u is the uth neuron in the lth hidden unit. Here b represents

the bias applied in each layer, W represents the weight matrix, and z represents the combination of b

and W , which is further given as input to the activation function. The output of the final output layer
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is given as follows:

z[l]
u = W [l]T

u a[l−1] + b[l]u (6.13)

a[l]
u = g(z[l]

u ) (6.14)

We have used rectilinear unit (ReLU) activation function, whose response is as the following:

g(z) = max(z, 0), (6.15)

where g(z) is a nonlinear function. Using the activation of the output layer i.e., (6.14) we can get the

value of the MTTF predicted by Neural Network. Once the predicted value is achieved, cost function

is formulated in order to increase prediction accuracy. We have used the mean squared cost function

which is given below,

Minimize Je =
1

m

m∑
i=1

(
y′i − yi

)2 (6.16)

Using any optimizer such as Adam optimizer or gradient descent approach, the cost function is opti-

mized and the weights of the neural network are updated. In this way, accurate values of the output

feature is obtained.

6.3.4 Test Data Generation and Incremental Analysis

For the purpose of test data generation we have perturbed a region of the power grid network.

Perturbation is done using three ways:

1. By varying the node voltages in a region: A region with γ1% nodes of the PG network are

considered for perturbation and the voltages of each of the γ1% nodes are changed by an amount of

1% of Vdd.

2. By varying the current workload in a region: Similarly, a region with γ2% current sources

of the PG network are considered for perturbation and the current values of each of the γ2% current

sources are changed by an amount of 1% of the maximum current of the PG network.

3. By varying both the node voltages and current workload in a region: In this case, a

region with γ1% of nodes of the PG network and γ2% current sources of the PG network are considered

for perturbation. Voltages of each of the γ1% nodes are changed by an amount of 1% of Vdd and the

current values of each of the γ2% current sources are changed by an amount of 1% of the maximum

current of the PG network.

106



6.4 EM Assessment using ML Model

Perturbed power grid network is solved in a faster way using the incremental power grid analysis

method as done by Boghrati et al. [19]. We have adapted our KLU solver for the incremental power

grid analysis to speed up the test data generation process. The adaptation comes as follows,

(G+ ∆G)(V + ∆V ) = (I + ∆I)

⇒ (G+ ∆G)∆V = ∆I −∆GV

⇒ Geff∆V = ∆Ieff

(6.17)

where Geff = (G + ∆G) and Ieff = ∆I − ∆GV . As dimensions of ∆V and ∆Ieff are very small.

Hence, by solving (6.17), we get the perturbed values of the power grid network instantly. We don’t

require to perform a fresh power grid analysis again which is time consuming. In this way the test

dataset is generated for validating our EM-aging ML model.

6.4 EM Assessment using ML Model

6.4.1 EM-Aware Aging Prediction using Proposed ML Model

Algorithm 6.2: MTTF Prediction using Proposed ML Model
Input: Training dataset.
Output: MTTF of the entire PG network.

1 Train the model for Aging prediction;
2 if JL ≥ (JL)c then
3 Predict MTTF using EM-aware aging prediction model for the interconnects of the test

data set;
4 MTTF of the first η% mortal interconnect is considered as MTTF of the PG network as
proposed in Theorem 6.1, 6.2.

Machine Learning based aging prediction model has been illustrated in Algorithm 6.2. Initially,

the training data set is generated for different power grid benchmarks using the Algorithm 6.1. As the

numerical value of different features varies significantly in magnitude, therefore, normalization of all

the features is done in order to fit the training data properly into the regression model. Subsequently,

the aging prediction model is constructed using Neural Network-based regression technique. Activation

is applied in all the nodes of the Neural Network and the cost function using mean-squared-error is

constructed. Adam optimizer is used to minimize the cost function. Accurately predicted values are

obtained for the output feature MTTF. Therefore, for any given training features (Xi, yi) and also

the test features (Xτ , y′τ ) a nonlinear function f(
∑m

i=1wixi) can be formed in terms of the weights of

the connections of the different neurons (wi) and the input features(xi) with the help of the activation
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function. In this way, once the regression model is trained using a large number of samples of training

data (Xi, yi), then the model is able to predict y′τ for any new unseen sample Xτ . The prediction

accuracy of the EM-model is evaluated using the metric mean-square-error (MSE) as described next.

Mean Square Error (MSE) is defined as the average squared difference between the estimated

values using EM-aging ML model and the true values of the MTTF (output features) of all the inter-

connect samples of the PG network. A value of MSE closer to and greater than zero is desirable for

the model to have high accuracy.

MSE =
1

n

n∑
i=1

(yτi − y′τi)
2 (6.18)

yτi is the actual value of the output feature of ith sample of the test dataset and y′τi is the predicted

value of the output feature of ith sample of the test dataset.

We obtain the predicted MTTF value from the EM-aging ML model. However, in order to achieve

an MTTF value comparable to the state-of-the-art results, we propose a new failure criterion which is

described next.

6.4.2 Proposed Failure Criterion For The PG Network

Chatterjee et al. [99] showed that mortality of first interconnect does not ensure the aging of the

PG network as there must be some alternative current carrying path to the mortal affected line. Huang

et al. [4] in their work proposed that the failure criterion for the PG Network depends on the worst

case IR drop noise of the PG Network. We have analytically obtained a direct relation between the

worst-case IR drop noise, and expected number of mortal interconnects as established in Theorem

6.1. From which it can be deduced that the PG Network becomes dysfunctional while the expected

number of mortal interconnects is η% of the total interconnects which is more clearly elaborated in

the Theorem 6.2. Our aim is also to obtain an optimistic prediction of MTTF of the PG Network.

Therefore, in order to obtain an optimistic MTTF prediction of the PG network, we have used this

new failure criterion of the PG Network. With the help of EM-aging prediction model, MTTF of the

first η% interconnects which become mortal is calculated and is considered as the MTTF of the PG

network as given in the Algorithm 6.2.

Theorem 6.1. The worst case IR drop noise of the PG Network (caused by change in resistance
due to EM) goes above Vth, if and only if the expected number of mortal interconnects due to EM is
approximately η% of the total interconnects.

Proof. Let the total number of interconnects be M . Let the total number of nodes be N . Let we have
q(≤ N) instances of the worst-case IR drop node. Let Kx(≤ M) be the total number of interconnect

108



6.4 EM Assessment using ML Model

x

2

31

4

i=1,2,3,4

3

4

2

1

R

R

R

R

Figure 6.6: Nodes directly connected to the worst case IR drop noise node x

directly connected to the node having the worst-case IR drop noise x. If the IR drop noise across any
interconnect (VIR) connected to node x goes above a certain threshold voltage Vth (i.e., VIR ≥ Vth )
then we assume that the interconnect fails or becomes mortal. The probability of the ith interconnect
(connected to node x) to fail, Pi(VIR ≥ Vth) = vx−vi∑K

i=1(vx−vi)
, where vx and vi are node voltages of the

node x and i respectively (refer Fig. 6.6). The probability of any interconnect to be connected with

a worst-case IR drop noise = q.
(N1 )
(N2 )

. The probability of the ith interconnect to be connected with a

worst-case IR drop noise and also to fail= q.
(N1 )
(N2 )

∑q
x=1

vx−vi∑Kx
i=1(vx−vi)

. The estimated total number of

interconnects (β) which are connected with a worst-case IR drop noise and also to fail is,

β = M.q.

(
N
1

)(
N
2

) q∑
x=1

vx − vi∑Kx
i=1(vx − vi)

. (6.19)

⇒ β = η% of M (6.20)

where

η = 100.q.

(
N
1

)(
N
2

) q∑
x=1

vx − vi∑Kx
i=1(vx − vi)

(6.21)

Therefore, the expected number of mortal interconnects due to EM is η% of total interconnects.
Similarly, if we assume that total mortal interconnects is η% of M , then it can be obtained that the
worst case IR drop noise of the PG network goes above Vth.

Theorem 6.2. The PG Network is considered to be dysfunctional if the worst-case IR drop noise goes
above Vth [106], which is equivalent to the fact that PG Network can also be considered to be dysfunc-
tional if the expected number of mortal interconnects is approximately η% of the total interconnects.

Proof. From the Theorem 6.1, it can be concluded that the worst case IR drop noise of the PG
Network directly depends on the expected number of mortal interconnects of the PG Network. The
failure criterion as proposed in [106] states that the PG Network becomes dysfunctional once the worst
case IR drop noise goes above Vth. Hence, from the Theorem 6.1, it can be deduced that the PG
Network becomes dysfunctional while the expected number of mortal interconnects is approximately
η% of the total interconnects.
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We have shown an example of a sample PG network in Example 6.1, in order to see a practical

value of expected number of mortal interconnects as depicted in the Theorem 6.1.

Example 6.1. For a PG network with 9 nodes and 12 edges as shown in Fig. 6.7, the expected number
of mortal interconnect is η ≈ 14 as found by using the Theorem 6.1. Vdd = 1.8V , All resistors have
0.5Ω and all current source values are 0.05A.

R12

R56R45

R25 R36

R58R47 R69

R78 R89

R23

4
5 6

97

R14

Vdd

1 2 3

8

Figure 6.7: A PG network with 9 nodes and 12 edges

Proof. Here, N= 9, M=12, and let us consider q = 1 since the worst case IR drop noise occurs across
R14 resistor in the Fig. 6.7 which is obtained by PG analysis. By doing PG analysis, we have
got voltages of all the nodes as follows, V1 = 1.8V , V2 = 1.5750V , V3 = 1.5656V , V4 = 1.6750V ,
V5 = 1.6094V , V6 = 1.5813V , V7 = 1.6406V , V8 = 1.6063V , V9 = 1.5983V .

Now, using (6.21), we get the value of η as follows,

η = 100.q.

(
9
1

)(
9
2

) VR14

VR14 + VR45 + VR47
(6.22)

η = 100.1.

(
9
1

)(
9
2

) 125mV

125mV + 65mV + 34mV
(6.23)

η = 13.95 (6.24)

Therefore, the number of mortal interconnects are,

β = η%ofM (6.25)
β = 13.95%of12 (6.26)
β = 1.674 ≈ 2 (6.27)

From this example we come to know that the PG network of Fig. 6.7 becomes dysfunctional when the
two interconnects of the network becomes mortal. This analytical expression of η is used to find the
MTTF of the PG network.
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6.4.3 MTTF Prediction

The test set is generated by perturbing the same power grid benchmarks which are used for training

data generation for validating the EM-aging ML model. Perturbation of the PG network is done for

γ1% = γ2%= 10% as mentioned in the previous section for all the three cases. For the perturbed PG

network, a similar procedure as mentioned in the Algorithm 6.1 (except for the output feature MTTF)

is used to generate the test data set. Our trained model based on the Neural Network is tested using

these test sets to predict MTTF of the PG network as mentioned in Algorithm 6.2. For the failure

criterion of the PG network using our proposed model, we have selected MTTF of the first η% mortal

interconnect as the MTTF of the PG network as mentioned in Theorem 6.1 and Theorem 6.2. To show

the accuracy of the proposed model with the variation in the test set size, we compare the prediction

accuracy with different test sets by varying the perturbation size ( γ1% = γ2%) by 10%, 25%, 40%,

55%, 70%, 85% and 100% respectively for all the three cases (refer Fig. 6.10).

6.4.4 Identification of EM-affected Metal Segment of PG Network

Once the EM-aging prediction is completed, then it is necessary to detect the potential EM-affected

metal segments of the PG network in order to obtain the reliable design of the PG network. For

the identification of the potentially degraded metal segment, all the metal segments are numbered

chronologically and labeled as mortal or non-mortal in the dataset based on the MTTF of the PG

Network as determined by our proposed method mentioned in the previous section. We can also obtain

the mortal interconnects in this stage of the simulation flow. However, if in the incremental design

phase of the PG network, we want to create a model for identification of the mortal interconnects

then we need to label the dataset and further create another machine learning-based classification

model.Therefore, in view of this, a machine learning-based classification problem is formulated for

classifying the degraded metal segments of PG Network. To accomplish this, we have used logistic

regression which is a binary classification technique. We have used theses labeled dataset in order

to train the classification model. The potential EM-affected metal segments can be identified using

this binary classification technique from the trained model. The efficiency of the classification can be

obtained using metrics such as precision, recall, and F1-score. These classification metrics are defined

in the Table 6.2. For detecting potential EM-affected mortal PG interconnects, true positive means

mortal interconnect is predicted as mortal, and true negative means mortal non-mortal interconnect is
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predicted as non-mortal. Similarly, if mortal interconnect is predicted as non-mortal then it is called

false positive, and if non-mortal interconnect is predicted as mortal then it is called as false negative.

After the prediction using logistic regression-based classification, from the chronological numbers of the

interconnects we obtain the predicted mortal interconnects. Subsequently, these interconnect designs

are changed in order to make the power grid design EM resilient.

Table 6.2: Accuracy Metrics and its definition for logistic regression-based classification for detecting poten-
tially EM-affected mortal PG interconnects.

Metrics Expression
Accuracy True Positive+True Negative

True Positive+True Negative+False Positive+False Negative
Precision True Positive

True Positive+False Positive
Recall True Positive

True Positive+False Negative
F1-Score 2× Precision∗Recall

Precision+Recall

6.5 Experimental Results

6.5.1 Simulation Setup

All the experiments are done using C++, and Python programming languages on a 3.2 GHz Linux

based machine with 32 GB memory. For different machine learning models we have used scikit-

learn [107] machine learning library. To test our proposed approach IBM power grid benchmark [3]

and industry-based in-house power grid benchmarks are used. These PG benchmark statistics are

mentioned in Table 6.4. The total simulation flow is shown in Fig. 6.8. Initially, from the power grid

netlist feature extractions are done to extract J, L, T, IR drop, and MTTF of the PG interconnects.

Power grid analysis using KLU Solver [12] is performed in order to obtain the currents and voltages

of the power grid circuit and subsequently Black’s equation is used. From which all the features are

obtained and the dataset is prepared. Eventually, we train the neural network-based regression model

for the model to learn the behavior of the dataset. For testing purposes, we have done the incremental

power grid analysis which is a faster method. It facilitates the change in the current and voltages of

the perturbed netlist in a faster way. Finally, the test dataset is tested on the neural network-based

learned model and we get the predicted MTTFs of the PG interconnects. For each of the PG circuit,

we have obtained r2 score and MSE in order to verify the testing accuracy of the models. Once we

get the predicted MTTFs of PG interconnects, we apply the new failure criterion of the PG network,
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Figure 6.8: Flow of the simulation setup of the Machine Learning Flow
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to find the MTTF of the PG network. Simultaneously, we have labeled the interconnects as mortal

or non-mortal depending on its MTTFs and applied a logistic regression-based supervised learning

technique to detect the potential mortal interconnects. All the results recorded in this section are

averaged over 10 trails of each of the experiments.

Neural Network Architecture: The neural network architecture and the hyperparameters used

in the experiments are described here. We have used ten hidden layers and Rectified Linear Unit

(ReLU) activation function in our neural network architecture. Other hyperparameters of the neural

network are listed in Table 6.3. The hyperparameters and the number of hidden layers are obtained

after performing an exhaustive grid search using the GridSearchCV tool of the scikit-learn library.

The notations used in Table 6.3 are standard notations used for regression models in scikit-learn

library [107].

Table 6.3: Hyperparameters used in the Neural Network Architecture

Items Value
#hidden layers 10
Activation ReLU
Solver Adam
α 0.001
batch size Auto
learning rate Constant
initial learning rate 0.01
power_t 0.5
max_iter 1000
momentum 0.9
validation fraction 0.1
β1 0.9
β2 0.999
ε 1e-08

Our power grid analysis method using KLU Solver is faster than the industry standard Synopsys

HSPICE circuit simulator [90]. The speedup of KLU solver over HSPICE is listed in Table 6.5. The

reason behind the better speedup is KLU efficiently solves the linear system of equations resulting from

the modified network analysis. KLU solver is used for circuit simulation in the feature selection phase.

We have also used this KLU solver for incremental PG analysis in the test data generation phase.
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Table 6.4: IBM PG benchmark [3] and industry-based PG benchmarks statistics

PG Circuits #n #r #v #i
PG1 10001 19800 200 9801
ibmpg1 30638 30027 14308 10774
ibmpg2 127238 208325 330 37926
ibmpg3 851584 1401572 955 201054
ibmpg4 953583 1560645 962 276976
ibmpg5 1079310 1076848 539087 540800
ibmpg6 1670494 1649002 836239 761484
ibmpgnew1 1461036 2352355 955 357930
ibmpgnew2 1461039 1422830 930216 357930
PG2 1000001 1998000 2000 998001
PG3 4000001 7996000 4000 3996001
PG4 9000001 17994000 6000 8994001

#n : total number of vertices (nodes) of PG network,
#r : total number of resistors (edges) of PG network,
#v : total number of supply voltage (Vdd and GND sup-
ply source) of PG network, #i : total number of current
workloads connected to PG network.

Table 6.5: Comparison of circuit analysis time for HSpice and KLU Solver

Time (sec) Speedup
PG circuits HSPICE KLU Solver TimeHSPICE

TimeKLU

PG1 0.90 0.15 6.00×
ibmpg1 2.85 0.56 5.08×
ibmpg2 19.46 2.61 7.45×
ibmpg3 29.60 5.07 5.73×
ibmpg4 54.4 5.83 9.33×
ibmpg5 73.80 7.74 9.53×
ibmpg6 96.5 10.10 9.55×
ibmpgnew1 103.58 14.50 7.14×
ibmpgnew2 47.60 8.86 5.37×
PG2 67.14 12.85 5.22×
PG3 247.36 49.80 4.96×
PG4 587.60 120.37 4.88×
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Table 6.6: Training and Testing time for power grid benchmarks using Neural Network

PG circuits t1 (s) t2 (s) t3 (s) t4 (s) tML (s) tML (min) tML (hr)
PG1 0.30 0.001 0.069 0.001 0.371 0.006 0.0001
ibmpg1 1.10 0.001 0.697 0.002 1.800 0.021 0.0003
ibmpg2 5.20 0.01 1.088 0.006 6.304 0.105 0.002
ibmpg3 10.25 0.02 21.378 0.179 31.827 0.530 0.009
ibmpg4 11.33 0.02 12.476 0.165 23.991 0.390 0.007
ibmpg5 15.62 0.03 8.810 0.096 24.196 0.400 0.006
ibmpg6 21.52 0.03 13.174 0.147 34.871 0.580 0.009
ibmpgnew1 28.46 0.04 18.920 0.220 47.640 0.790 0.013
ibmpgnew2 16.78 0.03 13.079 0.129 30.018 0.500 0.008
PG2 25.47 0.03 10.611 0.132 36.243 0.600 0.010
PG3 100.45 0.05 50.663 0.676 151.839 2.530 0.042
PG4 245.89 0.19 117.216 1.557 364.853 6.080 0.101

* t1 = training data generation time including power grid analysis time using KLU
solver and Black’s model implementation time in seconds, t2 = test data generation
time including incremental power grid analysis time in seconds, t3 = training time in
seconds, t4 = testing time including prediction time in seconds, tML = t1 + t2 + t3 + t4,
tML (s) = total time required summing all the times in secs, tML (min) = tML con-
verted in minutes, tML (hr) = tML converted in hour.

6.5.2 Total Time Required for the Machine Learning Model

The training data generation time including the circuit simulation time for the different IBM power

grid benchmarks is given in Table 6.6. Our main aim is to train the data of a certain PG network and to

predict the MTTF of the PG network for any incremental changes in the PG design. For the training

data generation, we used the KLU solver to solve the GV = I matrix. However, for the test data

generating, we have used the incremental analysis using KLU solver for the incremental PG design, to

speed up the process as mentioned in Section 6.3.4. To show that we have done the perturbations in

the PG network design and predict the MTTF by our trained ML-model.

6.5.3 Results of Expected number of Mortal interconnects of PG Network

The expected number of mortal interconnects (η of (6.21)) of the PG network until the PG network

is considered dysfunctional is calculated using for all the PG benchmarks using the Theorem 6.1. We

consider three instances of worst-case IR drop while evaluating the value of η by varying the value of

q. It is observed that as the value of q increases from 1 to 100, the number of mortal interconnects

until the failure of the PG network increases. The results of η for different PG benchmarks are shown

in Fig. 6.9. This result is shown in order to observe the practical values of η for the PG benchmarks.
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Figure 6.9: Expected number of mortal interconnects (η% of total PG interconnects) for different PG
benchmarks until the PG network is considered dysfunctional. Here i1, i2, i3, i4, i5, i6 in1, and in2 denote
ibmpg1, ibmpg2, ibmpg3, ibmpg4, ibmpg5, ibmpg6, ibmpgnew1, and ibmpgnew2 benchmark respectively.

6.5.4 Results of MTTF Prediction and CPU Runtime

This section demonstrates the improvement in the predicted value of MTTF and CPU runtime

of the EM aging prediction model. The results of MTTF and CPU runtime for all the power grid

benchmarks are listed in Table 6.7 and Table 6.8 respectively. We have compared our results with the

works of Chatterjee et al. [5, 6], Huang et al. [4] and Najm et al. [7], which are also listed in Table 6.7

and Table 6.8. We have got a significant improvement in the speedup for our machine learning based

EM-aging prediction approach over the work of [5,6], [4], and [7] as listed in the Table 6.8. The reason

for this significant speedup of our ML-based approach is that the time taken for training dataset

generation, to train the model, and predicting the MTTFs for the test dataset is much lesser than

those physics-based state-of-the-art models. The physics-based models solve the PDE (corresponding

to the interconnects) and solve the equations for the whole power grid network to obtain the MTTF

of the power grid network. Generally, the solutions are obtained using iterative PDE solver or some

approximation techniques. As a result, the execution time takes a considerable amount of time to

converge. In [4], the authors adopted a similar methodology, as shown in Fig. 6.1. The model of [4] is

117



6. Aging Prediction of Power Grid Design using Machine Learning

Table 6.7: Comparison of MTTF for our proposed ML-based approach with works of [4–7] for IBM power
grid benchmarks.

MTTF (µ) (years)

Methods TCAD2016 [4]
(µH)

ICCAD2017 [5]
(µCh)

TCAD2018 [6]
(µC)

IRPS2019 [7]
(µN )

Proposed
(µML)

PG Circuits
PG1 14.01 6.10 8.51 6.5 13.25
ibmpg1 12.55 6.50 10.91 7.0 12.10
ibmpg2 18.75 6.78 10.11 12.1 12.55
ibmpg3 31.96 6.66 9.95 6.7 12.25
ibmpg4 33.39 9.83 11.95 16.7 17.48
ibmpg5 25.16 6.54 6.63 6.3 10.33
ibmpg6 19.87 9.53 11.96 11.2 12.41

ibmpgnew1 25.96 13.24 11.64 13.2 14.56
ibmpgnew2 21.80 5.72 6.72 7.3 13.24

PG2 17.85 8.32 9.32 10.3 11.21
PG3 - - - 7.2 10.51
PG4 - - - 6.8 8.47

Table 6.8: Comparison of CPU Runtime for our proposed ML-based approach with works of [4–7] for IBM
power grid benchmarks.

CPU Runtime (t) (Hours) Speedup

Methods TCAD2016 [4]
(tH)

ICCAD2017 [5]
(tCh)

TCAD2018 [6]
(tC)

IRPS2019 [7]
(tN )

Proposed
(tML)

tH
tML

tCh
tML

tC
tML

tN
tML

PG Circuits
PG1 0.02 0.02 0.001 0.000166 0.0001 200× 200× 10× 1.66×
ibmpg1 0.05 0.03 0.003 0.01000 0.0003 166.66× 100× 10× 33.33×
ibmpg2 0.11 0.31 0.04 0.02000 0.002 55× 155× 20× 10×
ibmpg3 5.83 4.27 0.41 0.07000 0.009 647.77× 610× 45.55× 7.77×
ibmpg4 14.71 6.81 2.31 0.11000 0.007 2101.42× 972.85× 330× 15.71×
ibmpg5 0.69 0.25 0.06 0.03000 0.006 115× 41.66× 10× 5×
ibmpg6 1.75 2.07 0.79 0.23330 0.009 194.44× 230× 87.77× 25.92×

ibmpgnew1 16.78 0.42 1.24 0.08000 0.013 1290.76× 32.06× 95.38× 6.15×
ibmpgnew2 15.32 2.60 0.43 0.06000 0.008 1915× 325× 53.75× 7.50×

PG2 10.94 1.12 1.06 0.10166 0.010 1094× 112× 106× 10.06×
PG3 - - - 0.13666 0.04200 - - - 3.25×
PG4 - - - 0.25666 0.10100 - - - 2.54×

Avg. Speedup 778× 277.85× 76.84× 10.74×
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one of the most accurate EM evaluation models, as the authors analytically solve the PDEs. However,

this approach takes a huge time. For large PG circuits, this model doesn’t converge due to limitations of

the system memory. In [5], authors have extended the existing physics-based models for EM evaluation

and represented as linear time-invariant (LTI) systems. This LTI system is solved iteratively to get

the MTTF. This method also takes a considerable amount of time and system memory. In [6], authors

further extended their LTI system-based EM assessment approach by incorporating macro-modeling-

based filtering and predictor approach. However, in our ML-based EM-aging model, we train the model

with historical data, and testing is done using a test dataset, which does not take much time. As a

result, we get significant speedups compared to [4–6] (Please refer to Table 6.8). The results of [4–6]

are reproduced using the similar EM model parameters as reported in [4–6]. The MTTF prediction

results using our machine learning approach is also better than that of [5, 6] and comparable to the

accurate physics-based model of [4]. Our predicted MTTF values are better than [5,6] and comparable

to [4], because of our new EM-failure criterion which we discussed in Section 6.4.

Due to the large size of the PG3 (∼4M nodes and ∼7.9M interconnects) and PG4 (∼9M nodes

and ∼17.9M interconnects) circuits, the models of [4–6] need huge system memory and don’t converge

on our system with 32 GB memory and 3.2 GHz processor. All the three models [4–6] generate

interconnect trees from the PG netlist. Subsequently, the solution is obtained by solving the PDEs

corresponding to interconnect trees iteratively. Generating the solution of PDEs for large PG circuits

makes the MTTF computation expensive in terms of execution time and system memory. As a result,

our implementation of the physics-based models [4–6] does not converge on our system for the PG3

and PG4 circuits. This also shows the scalability of our proposed machine learning model for large

scale PG circuits.

Recent work by Najm et al. [7] shows a significant speedup over the work of [4–6] for MTTF

prediction of PG network. They have used Monte-Carlo random sampling for predicting the MTTF of

a large scale PG network. We also obtained the results using EM models of [7] and listed it in Table

6.7 and Table 6.8. From the results, it can be observed that our proposed approach also outperforms

the results of [7] in terms of both speedup and EM lifetime (our EM lifetime is much closer to the

EM lifetime of [4]). Therefore, it can be proved that the CPU runtime of EM-aging prediction using

our machine learning method is faster than the work of [7]. Even the value of MTTF predicted by

our EM-aging model with the new failure criterion gives an improvement in MTTF than that of [7].
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Therefore, deploying this machine learning approach decreases the EM sign off time significantly with

an estimated error (MSE) of less than 3% for a perturbation size of 10% (see Figure 6.10). More about

MSE and perturbation size are given in the following results.

It is worth mentioning that the work [4], which was published in 2016, presented an accurate

method. However, the method of [4] is time and computing resource-consuming and not feasible to

adapt in real-world full-chip EM lifetime prediction of large-scale power grid circuit. Please note that

the work [5–7], which was subsequently published in 2017, 2018, 2019 were not accurate and have

significant speedup compared to [4]. Our proposed ML-based approach is faster than [5–7], and EM

lifetime results are much closer to [4] than that of [5–7]. With our proposed approach, it will be easier

for the designers to get an approximate estimation of the EM lifetime in very less time, which makes

the total design cycle faster.

6.5.5 Results of Regression Model Prediction Accuracy

This experiment is done to show the comparison of accuracy of the proposed EM-aging prediction

model using Neural Network (NN) over the other well-known regression techniques which includes

Bayesian linear regression [103], Random Forest regression [108], Ridge linear regression [109], SVM

regression [110], Gaussian Process Regression (GPR) [111] are shown in this section. The metrics

used to compare the accuracy are the r2 score and the mean-square-error (MSE) for all the test sets

generated from the IBM power grid benchmarks [3]. A higher value r2 score (≤ 1) denotes better

compactness of the data to the regression model. The r2 score and MSE value of the test set for all

the power grid benchmarks are listed in the Table 6.9, and Table 6.10 respectively. Simultaneously,

the results are also compared with all other standard regression techniques with their best possible

settings for prediction. The results show that for all the seven IBM power grid benchmarks, the Neural

Network model outperformed other models (see Neural Network column in Table 6.9 and Table 6.10).

Although, the GPR regression technique gives a better value of r2 score and MSE for two benchmark

circuits. However, GPR needs huge runtime memory requirement and hence it is not able to give any

feasible result for the larger PG benchmarks (ibmpg2 onwards). From this experiment, we want to

prove that our EM-aging model for PG network using the Neural Network works best compared to the

other standard regression models in terms of r2 score and MSE value.
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Table 6.9: MSE of the EM aging models tested by different regression techniques For IBM power grid
benchmarks.

PG Circuits #interconnects Mean Square Error
Bayesian Random Forest Ridge SVM Gaussian Neural Network

PG1 10001 3.69% 5.97% 3.71% 8.35% 2.42% 2.99%
ibmpg1 30027 3.66% 5.93% 3.61% 8.23% 2.32% 2.95%
ibmpg2 208325 4.25% 6.24% 3.92% 10.45% - 3.11%
ibmpg3 1401572 4.52% 7.56% 4.21% 12.12% - 2.74%
ibmpg4 1560645 3.95% 6.67% 3.75% 9.25% - 2.89%
ibmpg5 1076848 4.14% 5.92% 3.83% 9.72% - 3.31%
ibmpg6 1649002 3.93% 6.54% 3.89% 10.37% - 3.20%
ibmpgnew1 2352355 4.23% 6.89% 3.75% 8.52% - 3.15%
ibmpgnew2 1422830 4.15% 6.64% 3.78% 9.25% - 3.01%
PG2 1000001 3.96% 6.52% 3.69% 8.24% - 2.97%
PG3 4000001 3.75% 5.98% 3.36% 8.11% - 2.52%
PG4 9000001 3.25% 5.91% 3.24% 8.02% - 2.23%

Table 6.10: r2 score of the EM aging models tested by different regression techniques For IBM power grid
benchmarks.

PG Circuits #interconnects r2 score
Bayesian Random Forest Ridge SVM Gaussian Neural Network

PG1 10001 0.932 0.941 0.963 0.825 0.996 0.994
ibmpg1 30027 0.971 0.952 0.971 0.855 0.997 0.995
ibmpg2 208325 0.937 0.926 0.935 0.832 - 0.986
ibmpg3 1401572 0.920 0.914 0.917 0.815 - 0.975
ibmpg4 1560645 0.921 0.935 0.921 0.821 - 0.977
ibmpg5 1076848 0.926 0.942 0.925 0.829 - 0.983
ibmpg6 1649002 0.929 0.925 0.926 0.828 - 0.981
ibmpgnew1 2352355 0.921 0.911 0.922 0.823 - 0.978
ibmpgnew2 1422830 0.916 0.922 0.914 0.814 - 0.975
PG2 1000001 0.922 0.932 0.951 0.855 - 0.995
PG3 4000001 0.936 0.941 0.965 0.857 - 0.997
PG4 9000001 0.941 0.945 0.971 0.856 - 0.998
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Figure 6.10: Comparison of prediction accuracy on test set in MSE with variations in perturbations size for
(a) ibmpg2 (b) ibmpg4 benchmark circuit.
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6.5.6 Comparison of MSE with Variations in Perturbation Size

This section demonstrates the test accuracy of the EM-prediction model in the incremental design

of the PG network by varying the perturbation size of the test set. For the incremental design of

the power grid network, usually, the changes or the perturbations done in designs in each iterative

step is much less than 10% [19]. Therefore, for all the experiments throughout the manuscript, we

have kept the perturbation size constant at 10%. However, in order to see the test accuracy for larger

perturbation, in this section, we have used different perturbation size from 10%, 25%, 40%, 55%, 70%,

85%, and 100% and verify the MSE for different PG benchmarks data. Results of the comparison of

prediction accuracy on the test set in MSE with variations in perturbations size for ibmpg2 and ibmpg4

circuit is shown in Fig. 6.10. It can be understood from Fig. 6.10 that the MSE of our EM-aging

prediction model increases as the size of the perturbation size increases. From this experiment, we

want to reiterate the fact that our EM-aging prediction model is best for those incremental designs of

the PG network where the perturbations are the least (much less than 10%). We also want to show

that as the size of the perturbation increases the EM-aging prediction accuracy decreases. Therefore,

our proposed EM-aging prediction model is only applicable to those incremental designs where little

perturbations (around 10%) are considered.

6.5.7 Comparison of Peak Memory and CPU runtime of ML models

In this section, we have shown the memory used by our EM aging model using Neural Network

model. We have also done the comparative study of the memory used by EM aging model with

different regression techniques and listed the peak memory result for each of the benchmark circuits

in Table 6.11. Although the Gaussian Process Regression (GPR) technique is believed to be the best

regression technique due to least MSE value and a r2 score closer to 1 compared to the other regression

technique, as shown in previous section. It is observed that the GPR takes huge memory compared to

the other regression models. Due to the huge memory requirement, it has failed to give any result for

large benchmark circuits in our machine with 32 GB memory. For ibmpg1 circuit memory used during

runtime by the EM aging model with GPR and Neural Network technique is shown in Fig. 6.11. We

can observe from the figure that the peak memory used by GPR is more than 8000 Mebibyte (MiB),

whereas peak memory used by Neural Network is 174 MiB. The reason behind huge memory taken

by the GPR technique is that it stores data in matrices form and do matrix computation to predict
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Figure 6.11: Memory used by EM aging model during MTTF prediction of ibmpg1 benchmark circuit using
(a) GPR model and (b) Neural Network model. It is to be noted 1 Gigabyte (GB) = 953.674 Mebibyte (MiB)

Table 6.11: Peak memory used by EM aging prediction models using different regression techniques For
IBM power grid benchmarks.

PG Circuits #interconnects Peak memory (in MiB)
Bayesian Random Forest Ridge SVM Gaussian Neural Network

PG1 10001 172.75 173.59 172.95 172.21 1146.00 173.09
ibmpg1 30027 174.60 174.41 174.80 173.89 8786.51 174.96
ibmpg2 208325 205.52 203.90 205.48 280.69 - 205.61
ibmpg3 1401572 533.14 506.62 501.26 845.75 - 523.46
ibmpg4 1560645 575.96 541.58 540.44 898.79 - 565.51
ibmpg5 1076848 444.94 442.87 445.15 733.07 - 487.08
ibmpg6 1649002 601.45 557.51 563.92 932.08 - 590.18
ibmpgnew1 2352355 792.03 729.89 738.39 1178.69 - 774.69
ibmpgnew2 1422830 535.95 502.84 503.63 848.76 - 520.94
PG2 1000001 673.81 657.38 628.37 1037.5 - 667.37
PG3 4000001 2208.02 2092.046 1964.62 3090.55 - 2208.94
PG4 9000001 3594.94 4072.86 3183.58 5333.87 - 3595.95

Similarly, it can be seen that the time taken by the GPR technique is also very high in as shown in

Table 6.12 for the PG1, and ibmpg1 benchmark circuits. We can also observe that the Bayesian and

Ridge regression technique take less time than the Neural Network. However, the Bayesian and Ridge

regression techniques don’t give accurate results as shown in the Table 6.9 with higher value of MSE.

These two techniques don’t fit properly for this EM-aging prediction model compared to the Neural

Network which is also known from the r2 score as listed in Table 6.9.
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Table 6.12: CPU Runtime of the EM aging models tested using different regression techniques For IBM
power grid benchmarks.

PG Circuits #interconnects CPU Runtime (in Seconds)
Bayesian Random Forest Ridge SVM Gaussian Neural Network

PG1 10001 0.307 0.814 0.308 0.322 4.644 0.371
ibmpg1 30027 1.106 1.852 1.106 1.165 54.876 1.800
ibmpg2 208325 5.240 7.602 5.222 6.249 - 6.304
ibmpg3 1401572 10.37 30.052 10.336 32.659 - 31.827
ibmpg4 1560645 11.492 35.098 11.418 50.125 - 23.991
ibmpg5 1076848 15.739 31.160 15.715 28.565 - 24.196
ibmpg6 1649002 21.665 46.253 21.628 61.127 - 34.871
ibmpgnew1 2352355 28.711 65.250 28.607 85.260 - 47.64
ibmpgnew2 1422830 16.910 35.818 16.879 51.593 - 30.018
PG2 1000001 25.623 50.766 25.581 74.736 - 36.243
PG3 4000001 101.001 201.612 100.788 357.095 - 151.839
PG4 9000001 247.149 478.847 246.717 926.052 - 364.853

6.5.8 Results of EM-affected Metal Segment Identification

The results of logistic regression-based identification of the EM-affected metals segments are listed

in Table 6.13. Different metrics are mentioned to obtain the prediction quality of the logistic regression-

based classification model. From the accuracy metrics, we know about the total accuracy of the model.

As the size of the dataset increases the classification accuracy also increase. Therefore, for large power

grid benchmark circuits the classification accuracy is higher. The Precision metric is a good measure

to determine the number of false positives as mentioned earlier. The Recall metric states the number

of actual positives classified by the model. In order to obtain a balance between precision and recall,

F1-score is obtained. For the results we have got for classification, almost for all the power grid

benchmarks, the metrics obtained are good enough for detecting the mortal interconnects.

Table 6.13: Results for accuracy of the logistic regression-based EM-affected metal segment identification.

PG Circuits Classification Accuracy Precision Recall F1-score
PG1 0.9701 0.9844 0.9798 0.9821
ibmpg1 0.9715 0.9872 0.9781 0.9826
ibmpg2 0.9750 0.9868 0.9857 0.9863
ibmpg3 0.9800 0.9899 0.9877 0.9888
ibmpg4 0.9810 0.9910 0.9879 0.9893
ibmpg5 0.9805 0.9895 0.9873 0.9882
ibmpg6 0.9865 0.9910 0.9938 0.9924
ibmpgnew1 0.9965 0.9972 0.9988 0.9980
ibmpgnew2 0.9886 0.9911 0.9939 0.9925
PG2 0.9975 0.9983 0.9988 0.9986
PG3 0.9983 0.9994 0.9988 0.9991
PG4 0.9991 0.9994 0.9994 0.9994
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6.6 Conclusion

This chapter presents an approach to predict the electromigration (EM)-based aging of the on-chip

power grid (PG) network using a machine learning method. Neural Network regression-based machine

learning technique is used to predict the mean-time-to-failure (MTTF) during the incremental design

of the PG network. The training set is generated using the parameters of the PG network, and

appropriate features are selected for the proposed machine learning approach by evaluating r2 score.

To speed up the training data generation phase, KLU solver is used for power grid analysis in order to

extract the features. For generating the test dataset, a perturbation in the PG network is done, and

incremental power grid analysis using KLU solver is used to speed up the process. The trained model

is used on the test set for MTTF prediction of different power grid benchmarks. A new failure criterion

is proposed in order to improve the MTTF of the proposed model. Results on different power grid

benchmark circuits show that the proposed machine learning model exhibits a significant speedup than

all of the state-of-the-art EM-based MTTF prediction models. The MTTF predicted by our proposed

model is also better than some models and comparable to the most accurate model. Further, we have

also proposed a logistic regression-based classification model in order to detect potentially degraded

PG interconnects. We also demonstrated different performance and accuracy metrics of the Neural

Network model with other standard regression methods in terms of r2 score, mean-square-error (MSE),

CPU runtime, and peak memory used. Neural Network is found to be the best among all the models.

From our work and experimental results, we can recommend the following key points,

• Machine learning-based approach can be applicable for EM aging prediction in incremental PG

design.

• Neural network-based supervised machine learning model is the best among all well-known ma-

chine learning technique, for the EM aging prediction in incremental PG design in terms of r2

score, MSE, and peak memory consumption metrics.

• A significant speedup over the state-of-the-arts works can be achieved using the machine learning

approach.

• The MTTF value obtained using our machine learning model is most close to the accurate physics-

based model reported in the literature, and compared to the other state-of-the-art models.
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• Speeding up the MTTF prediction process helps in overall design sign-off time.

• For larger perturbations in the test set, the machine learning technique incurs a significant MSE.

As a result, our proposed machine learning model is only applicable for EM aging prediction in

incremental PG design.

In the next chapter, all contributions of the thesis are summarized and future research direction is

described.
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7. Conclusions and Future Works

7.1 Introduction

The work of this thesis is motivated towards improving the on-chip power grid design methodology

with Artificial Intelligence and Machine Learning techniques as viable options. Towards this, we work

on major two design challenges of the on-chip power grid design phase. These two challenges are IR drop

and Electromigration issues. Both of these issues increase failure probability of the power grid network

as well as the chip. Existing works mostly solve the IR drop analysis with linear algebraic methods

which is a time-consuming process for the large power grid networks. Also, it is necessary to optimize

the power grid design considering various critical design objectives. Existing works of literature do

not address these multiobjective optimization issues, instead, the work of literature only considers area

minimization as the power grid optimization solution. The use of simple linear programming techniques

for optimizing the power grid is also not a good option for large power grid networks. Further, it is

necessary to obtain the electromigration-aware aging prediction of the power grid networks, during the

design phase itself. Existing physics-based approaches take a large amount of time for design sign-off.

Therefore, for all the problems of power grid design, a fast solution is required. We have discovered that

the AI/ML techniques help in fast sign-off of the power grid design problems. This chapter concludes

all the proposed contributions of this thesis along with the future directions for research.

7.2 Summary of the Contributions

• Power Grid Analysis using Probabilistic Approach: This contribution presents a power

grid analyzer based on Lévy flight principle. In this work, Lévy flight approach is used to

for traversing the power grid network, which helps in obtaining a fast solution of the power grid

network. We also remove the self loops in our proposed approach, which helps in fast convergence

in power grid network solutions. Our proposed approach is validated using large-scale power grid

benchmarks. Results show significant speedup over the Random walk and Gauss Seidel approach.

• Design Space Exploration of Power Grid using Heuristic Approach: In this contribu-

tion, a multi-objective framework for minimization of the IR drop-metal routing area of the VLSI

PGN is proposed using evolutionary computation technique. Initially, the power grid design pro-

cess and all reliability issues during the design phase are described. Subsequently, the objective

function considering the IR drop and metal routing area is formulated with the consideration

of reliability and yield-based design constraints. NSGA-II based multi-objective evolutionary
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algorithms have been employed to minimize the two objectives of the problem simultaneously

and to obtain an optimum point of trade-off. Experimental results on standard IBM power grid

benchmarks show that our proposed framework is able to obtain an optimum point for the IR

drop and metal routing area.

• Power Grid Design using Machine Learning: In this contribution, we have proposed a

deep learning-based framework to predict the initial power grid design. We predict the power

grid interconnect width as part of the design process, which is time-consuming and tedious work.

Subsequently, we also predict the worst-case IR drop in the power grid. A neural network-based

multi-regression technique is used in our model for accomplishing the prediction tasks. Results

on IBM power grid benchmarks show ∼6× speedup than the conventional power grid design

approach.

• Aging Prediction of Power Grid Design using Machine Learning: This contribution

presents an approach to predict the electromigration (EM)-based aging of the on-chip power

grid (PG) network using a machine learning method. Neural Network regression-based machine

learning technique is used to predict the mean-time-to-failure (MTTF) during the incremental

design of the PG network. The training set is generated using the parameters of the PG network,

and appropriate features are selected for the proposed machine learning approach by evaluating

r2 score. For generating the test dataset, a perturbation in the PG network is done. The trained

model is used on the test set for MTTF prediction of different power grid benchmarks. A new

failure criterion is proposed in order to improve the MTTF of the proposed model. Results on

different power grid benchmark circuits show that the proposed machine learning model exhibits

a significant speedup than all of the state-of-the-art EM-based MTTF prediction models.

The summary of the thesis is shown in Fig. 7.1. From the work of Chapter 5 and Chapter 6, it is

also observed that machine learning approaches work well for incremental designs, where iteratively

little perturbation is made in designs. In such iterative cases of design, machine learning can be

utilized efficiently to predict instantly the changes that occur in the design, instead of performing all

the simulations and design exploration all over again. Further, in order to fully utilize the benefit

of machine learning in the design phase of on-chip power grid interconnect, more robust learning

techniques need to be explored.
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7.3 Limitation

The work proposed in Chapter 3 is applicable to regular large power grids. In order to adapt the

proposed approach of Chapter 3 for practical cases of power grid circuits, it is necessary to have an

analytical equivalent resistance model for practical non-uniform power grids.

The methods presented in Chapter 4 and Chapter 5 are designed with the assumption that it is

a two-layer power grid. However, the work can be extended for a multi-layer power grid with proper

formulation and calibration.

As mentioned before, Âăthe machine learning approaches are found to produce good results for

incremental designs. Therefore, further work is required in order to design fully automated machine

learning solutions for on-chip power grid design.

7.4 Future Works

The contributions of this thesis can be extended in several ways. Some of the possible future

research directions are listed below:

• The machine learning-based proposed works in this thesis uses manual feature engineering. In

future, automatic feature engineering can be employed to further automating the learning process

of the power grid design.

• This thesis profoundly concentrated on formulating the problems as supervised learning problems.

In the future, power grid design problems can be formulated as unsupervised learning problems

and solved using the emerging learning approaches such as Variational Autoencoder, Generative

Adversarial Network etc.

• Other objectives of the power grid design can further be solved using AI/ML approaches.

• Parallelization techniques can be explored for fast sign-off of the power grid analysis.

• Thermal Issues of PG Design can be explored.

• Extension of the works to PG Design of 3D IC.

• This thesis’s proposed methods can also be extended to electrical grid design (used for delivering

electricity from producers to consumers), with appropriate changes.
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Aim of the Thesis: On-Chip Power Grid Design

Probabilistic Approach for IR
drop Analysis

A Levy flight-based approach is
proposed to achieve fast IR drop

analysis.
Results: Max Speedup: 60X

Accuracy: 3-4%

Design Space Exploration for
PG Design

Multi-objective IR drop-area
exploration is performed using

evolutionary computing technique
Results: Optimal IR drop-area

trade-off is obtained

Machine Learning Approach for
PG Design

Machine Learning approach is
proposed to perform the power grid

design

Results: Max Speedup: ~6X
Accuracy: ~2%

Machine Learning Approach
for Aging Prediction

Machine Learning approach is
proposed to perform the

electromigration-aware aging
prediction of power grid design

Results: Speedup over SOTA
Methods

Large Design Sign-off time

IR Drop Electromigration

                New Solutions of This Thesis: AI/ML-based approaches

 Linear Algebraic Methods for
IR drop analysis & Simple
Linear Programming for
power grid optimization.

 Physics-Based
Approaches

Exisiting Solutions:

Major Design Challenges:

Demerits of Exisiting Solutions:

Figure 7.1: Summary of the Thesis
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A.1 IBM Power Grid Benchmarks

A.1 IBM Power Grid Benchmarks

The IBM power grid benchmarks used in these for experimental purpose is taken from [112]. These

power grid benchmarks are available online [3]. These power grid benchmarks extracted from real IBM

processors which were designed in 90nm/180nm technology node.

A.2 SPICE Netlist Generation

The SPICE Netlist format for the IBM power grid benchmarks are demonstrated here:

• Node name:

n<net index>_<x loca t i on>_<y loca t i on>

• Data associated with each layer starts from:

∗ l a y e r : <name>,<net>_net : <net index>

Each layer/net combination is associated with a unique net− index.

• Vias starts from:

∗ v i a s from : <net index> to <net index>

Vias are implemented as resistors or as zero voltage sources.

• Current source:

iB<block number> <node> 0 <value>

iB<block number> 0 <node> <value>

Each current source is split into two components: from VDD to ideal ground and from ideal

ground to VSS . Current sources in transient benchmarks are pulse current souces.

• Each circuit file has a global VDD voltage source and each package connection is recognized as a

resistor connected to the global source.
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Figure A.1: A small power grid

A.3 Sample IBM Power Grid Benchmark Netlist

A sample IBM Power Grid Benchmark netlist corresponding to Figure A.1 is demonstrated in this

section given below.

r r0 n3_0_0 _X_n3_0_0 0 .5

v1 _X_n3_0_0 0 1

r r2 n2_125_125 _X_n2_125_125 0 .5

v3 _X_n2_125_125 0 0

∗ l a y e r : M1,VDD net : 1

R4 n1_0_0 n1_50_0 1 .25

R5 n1_50_0 n1_100_0 1 .25

R6 n1_100_0 n1_150_0 1 .25

R7 n1_0_50 n1_50_50 1 .25

R8 n1_50_50 n1_100_50 1 .25

R9 n1_100_50 n1_150_50 1 .25

R10 n1_0_100 n1_50_100 1 .25
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R11 n1_50_100 n1_100_100 1 .25

R12 n1_100_100 n1_150_100 1 .25

R13 n1_0_150 n1_50_150 1 .25

R14 n1_50_150 n1_100_150 1 .25

R15 n1_100_150 n1_150_150 1 .25

∗ v i a s from : 1 to 3

V16 n1_0_0 n3_0_0 0 .0

V17 n1_0_50 n3_0_50 0 .0

V18 n1_0_100 n3_0_100 0 .0

V19 n1_0_150 n3_0_150 0 .0

V20 n1_50_0 n3_50_0 0 .0

V21 n1_50_50 n3_50_50 0 .0

V22 n1_50_100 n3_50_100 0 .0

V23 n1_50_150 n3_50_150 0 .0

V24 n1_100_0 n3_100_0 0 .0

V25 n1_100_50 n3_100_50 0 .0

V26 n1_100_100 n3_100_100 0 .0

V27 n1_100_150 n3_100_150 0 .0

V28 n1_150_0 n3_150_0 0 .0

V29 n1_150_50 n3_150_50 0 .0

V30 n1_150_100 n3_150_100 0 .0

V31 n1_150_150 n3_150_150 0 .0

∗ l a y e r : M2,VDD net : 3

R32 n3_0_0 n3_0_50 1 .25

R33 n3_0_50 n3_0_100 1 .25

R34 n3_0_100 n3_0_150 1 .25

R35 n3_50_0 n3_50_50 1 .25

R36 n3_50_50 n3_50_100 1 .25
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R37 n3_50_100 n3_50_150 1 .25

R38 n3_100_0 n3_100_50 1 .25

R39 n3_100_50 n3_100_100 1 .25

R40 n3_100_100 n3_100_150 1 .25

R41 n3_150_0 n3_150_50 1 .25

R42 n3_150_50 n3_150_100 1 .25

R43 n3_150_100 n3_150_150 1 .25

∗ l a y e r : M1,GND net : 0

R44 n0_25_25 n0_75_25 1 .25

R45 n0_75_25 n0_125_25 1 .25

R46 n0_25_75 n0_75_75 1 .25

R47 n0_75_75 n0_125_75 1 .25

R48 n0_25_125 n0_75_125 1 .25

R49 n0_75_125 n0_125_125 1 .25

∗ l a y e r : M2,GND net : 2

R50 n2_25_25 n2_25_75 1 .25

R51 n2_25_75 n2_25_125 1 .25

R52 n2_75_25 n2_75_75 1 .25

R53 n2_75_75 n2_75_125 1 .25

R54 n2_125_25 n2_125_75 1 .25

R55 n2_125_75 n2_125_125 1 .25

∗ v i a s from : 0 to 2

V56 n0_25_25 n2_25_25 0 .0

V57 n0_25_75 n2_25_75 0 .0
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V58 n0_25_125 n2_25_125 0 .0

V59 n0_75_25 n2_75_25 0 .0

V60 n0_75_75 n2_75_75 0 .0

V61 n0_75_125 n2_75_125 0 .0

V62 n0_125_25 n2_125_25 0 .0

V63 n0_125_75 n2_125_75 0 .0

V64 n0_125_125 n2_125_125 0 .0

∗

iB0_0_v n1_0_0 0 0.3125m

iB0_0_g 0 n0_25_25 0.3125m

iB0_1_v n1_0_50 0 0.3125m

iB0_1_g 0 n0_25_25 0.3125m

iB0_2_v n1_0_100 0 0 .3125m

iB0_2_g 0 n0_25_75 0.3125m

iB0_3_v n1_0_150 0 0 .3125m

iB0_3_g 0 n0_25_125 0.3125m

iB0_4_v n1_50_0 0 0.3125m

iB0_4_g 0 n0_25_25 0.3125m

iB0_5_v n1_100_0 0 0.3125m

iB0_5_g 0 n0_75_25 0.3125m

iB0_6_v n1_50_50 0 0.3125m

iB0_6_g 0 n0_25_25 0.3125m

iB0_7_v n1_50_100 0 0 .3125m

iB0_7_g 0 n0_25_75 0.3125m

iB0_8_v n1_100_50 0 0.3125m

iB0_8_g 0 n0_75_25 0.3125m

iB0_9_v n1_100_100 0 0.3125m

iB0_9_g 0 n0_75_75 0.3125m
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iB0_10_v n1_50_150 0 0.3125m

iB0_10_g 0 n0_25_125 0.3125m

iB0_11_v n1_100_150 0 0 .3125m

iB0_11_g 0 n0_75_125 0.3125m

iB0_12_v n1_150_0 0 0.3125m

iB0_12_g 0 n0_125_25 0.3125m

iB0_13_v n1_150_50 0 0.3125m

iB0_13_g 0 n0_125_25 0.3125m

iB0_14_v n1_150_100 0 0 .3125m

iB0_14_g 0 n0_125_75 0.3125m

iB0_15_v n1_150_150 0 0 .3125m

iB0_15_g 0 n0_125_125 0.3125m

. op

. end

A.4 IBM Power Grid Benchmark Statistics

IBM Power Grid Benchmark Statistics for steady-state analysis are listed in Table A.1. In the table,

i for current source, n for nodes (total number, does not take shorts into account), r for resistors (include

shorts), s for shorts (zero value resistors and voltage sources) , v for voltage sources (include shorts),

l for metal layers. The last column denotes the resistance ranges of the power grid interconnects.

Table A.1: IBM Power Grid Benchmark Statistics for steady-state analysis

Name #i #n #r #s #v #l resistance ranges
ibmpg1 10774 30638 30027 14208 14308 2 (0,13.38Ω]
ibmpg2 37926 127238 208325 1298 330 5 (0,1.17Ω]
ibmpg3 201054 851584 1401572 461 955 5 (0.9.36Ω]
ibmpg4 276976 953583 1560645 11682 962 6 (0,2.34Ω]
ibmpg5 540800 1079310 1076848 606587 539087 3 (0,1.51Ω]
ibmpg6 761484 1670494 1649002 836107 836239 3 (0.17.16Ω]
ibmpgnew1 357930 1461036 2352355 461 955 NA (0.17.16Ω]
ibmpgnew2 357930 1461039 1422830 929722 930216 NA (0,21.6Ω]

142



A.5 Large Power Grid Benchmarks

A.5 Large Power Grid Benchmarks

Large power grid benchmarks are listed in the following table.

Table A.2: Large power grid benchmark for steady-state analysis

Name #i #n #r #v
pgckt_10K 9801 10K 19800 200
pgckt_40K 99454 40K 199000 350
pgckt_90K 149599 90K 299000 400
pgckt_250K 248974 250K 499000 1029
pgckt_640K 399654 640K 799000 1029
pgckt_1M 998943 1M 1998000 1059
pgckt_4M 3996980 4M 7996000 3020
pgckt_9M 8994790 9M 17994000 5211
pgckt_16M 15991481 16M 31992000 8523
pgckt_25M 24987989 25M 49990000 12013
pgckt_49M 3499500 49M 6999000 24012
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B.1 Metaheuristics

In this appendix, we discuss about the evolutionary computing-based metaheuristics employed in

Chapter 4 for design space exploration. Metaheuristics are basically heuristics designed to produce

problem-independent solutions of optimization problems. Here, we discuss about Cooperative Coevo-

lution and NSGA-II based metaheuristics which are employed for design space exploration in Chapter

4.

B.2 Cooperative Coevolution(CC)

Cooperative Coevolution is a divide and conquer based approach to solve large scale variable

optimization problems. It decomposes a large scale problem into several simple sub-problems. So the

basic phenomenon of CC is that it decomposes an n-dimensional decision vector into n subcomponents

and then optimizes each of the subcomponents using standard evolutionary optimization algorithm

in a round robin fashion. The basic principle of the evolutionary optimization algorithm is to mimic

the biological evolution process in generating good candidate solutions for a given objective function.

Generally, candidate solutions of an optimization problem play the role of individuals in a population,

and these individuals go under reproduction, mutation and recombination and selection to find the

optimum solutions for a given objective function. Cooperative coevolution algorithm is stated in

Algorithm B.1.

Algorithm B.1: Cooperative Coevolution Algorithm
Input: f, xmin, xmax, n
Output: Optimized value of f and corresponding variables x1, x2, · · · , xn values
/*grouping based variable decomposition*/;
groups ← grouping(f, xmin, xmax, n);
/*Optimization stage using evolutionary algorithm*/;
population ← rand(population_size,n);;
for j ← 1 to size(groups) do

group_num ← groups[j];
subpop ← population[:,group_num];
subpop ← optimizer(best,subpop,FE);
population[:,group_num] ← subpop;
(best,best_val)←min(population);

B.3 NSGA-II based evolutionary algorithm

NSGA-II [77] has been employed as it is one of the widely used and first of its kind multi-objective

optimization evolutionary algorithm. Evolutionary algorithm solves optimization problems by mim-
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icking biological evolution process. It generates a population that undergoes reproduction, mutation,

recombination, and selection for many generations corresponding to the objective functions from which

we get the optimal solution. In NSGA-II, a random generation of N population is created. Let’s called

this current generation of population be P ′t . The objective functions are evaluated at all N points of P ′t

resulting in Pt. From Pt offspring population Q′t of size N has been created using crowded tournament

selection and polynomial mutation [77].

Similarly, objective functions are evaluated at all points of Q′t resulting in Qt. Subsequently, Pt

and Qt are combined to create a combined population Rt of size 2N . The best of the N population

from combined population Rt is selected using non-dominated sorting approach for the next parent

population generation Pt+1. The entire population Rt are sorted in various nondominated levels, of

which each level contains some k number of nondominated population, which is described in Algorithm

B.3. These nondominated levels generate nondominated fronts Fi. The fronts are sorted according

to their nondomination level. The Pt+1 population, can be generated by filling the populations from

the most nondominated fronts Fi until |Pt+1|+|Fi|≤ N . However if |Pt+1|+|Fi|> N or the number

of populations in the first nondominated front is more than N then the front is splitted to have the

best diverse solutions in Pt+1. For this purpose crowding distance [77, 79] is calculated for all the

populations of the last front to be splitted and all (N−|Pt+1|) diverse solutions are added after sorting

using quick sort in decreasing order of their crowding distance. NSGA-II algorithm is mentioned in

Algorithm B.2.

The NSGA-II algorithm, which is used in the earlier section, is mentioned here.
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Algorithm B.2: NSGA-II based evolutionary algorithm
Result: Write here the result
Input : Population size N , maxGeneration, Problem size
Output: Pareto optimal solutions

1 Parent population P ′t of size N is generated randomly with the boundary constraint of decision
variables.;

2 Pt ←evaluate(fi(x)) at all N points of Pt;
3 Objective functions are evaluated for parent populations N .;
4 for t = 2 to maxGeneration do
5 Q′′t ← crowdedTournamentSelection (Pt);
6 Q′t ← polynomialMutation(Q′′t );
7 Qt ←evaluate(fi(x)) at all N points of Qt;
8 Pt and Qt of size N are combined and created Rt = Pt ∪Qt of size 2N .;
9 Fi ←nondominatedSorting(Rt) where different fronts Fi, i = 1, 2, · · ·;

10 Set new population Pt+1 ← φ;
11 Set a counter i← 1;
12 foreach Fi do
13 if |Pt+1|+|Fi|≤ N then
14 Pt+1 = Pt+1 ∪ Fi;
15 else
16 CrowdingDistanceAssignment(Fi);
17 F ′i ← QuickSortByCrowdingDistanceInDescending(Fi);
18 Pt+1 ←

(
N − |Pt+1|

)
best solutions of F ′i .

19 Pt+1 is generated.

Algorithm B.3: nondominatedSorting()
Input : Combined population Rt = {x1, x2, . . . , x2N}
Output: Nondominated fronts Fj

1 Set all nondominated sets Fj ← φ;
2 j ← 1;
3 while Rt 6= φ do
4 find the nondominated set F ′;
5 while i ≤ do
6 Fj ← F ′ and Rt = Rt \ F ′;
7 j ← j + 1;
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